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Preface

The symposium Laser- and Particle-Beam Chemical Processes
on Surfaces, presented at the Fall 1988 Meeting in Boston, MA,
was devoted to a discussion of recent advances in the use of
photon, electron, and ion beams to induce or enhance chemical
reactions on surfaces. These reactions are the basis for fabri-
cation techniques that have particularly important applications
to microelectronic and optoelectronic technologies. It was
shown that thin films can be formed, modified, or removed in
highly localized regions with submicrometer dimensions as well
as over broad areas. The symposium served as a forum on the
science of beam-induced materials processing and the implica-
tions of this science to practical implementation.

The symposium was the seventh in a series of MRS Fall
symposia dealing with beam-induced chemical processes on
surfaces. Work was described in a variety of areas, including
(a) the deposition or etching of metal, semiconductor, and
dielectric films by photon-, ion-, electron-, or plasma-enhanced
chemical processes; (b) the laser-or-ion-induced ablation or
sputtering of metal, semiconductor, dielectric, superconductor,
and polymer films; (c) the laser-induced physical or chemical
modification of surfaces, such as the planarization of metal
films, the doping or crystallization of semiconductors, and the
formation of dielectrics on semiconductors; and (d) the use of
ion or electron beams to affect material properties, for
example, by modifying interfacial bonding, inducing surface
desorption, or writing conducting or superconducting lines in
precursor films.

Research in beam-induced chemical processes on surfaces has
matured rapidly in the last few years. An increased emphasis on
obtaining an understanding of the fundamental mechanisms of
beam-induced surface processes was a major trend observed at
this year's symposium. This has resulted in the increased use
of advanced diagnostic techniques and modeling studies to deter-
mine the rate-controlling steps in these processes. A better
understanding of the chemical and physical phenomena that
control these processes will allow further improvements in beam-
induced processing techniques that will have many technological
applications. The combination of a wide variety of techno-
logical applications and scientific approaches made this year's
meeting especially interesting. This symposium once again
demonstrated the ability of scientific and application research
efforts to stimulate each other. The MRS is to be thanked for
its role in enabling this symposium to flourish. We hope that
the MRS Fall Meeting will continue to serve as the major inter-
national conference for this topic.

Symposium Cochairmen

A. Wayne Johnson

Gary L. Loper
T.W. Sigmon

October 1989
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SOME RECENT RESULTS OF FUNDAMENTAL STUDIES ON BEAM-INDUCED

SURFACE PROCESSES

JAN DIELENAN

Philips Research Laboratories

5600 JA Eindhoven, The Netherlands

Recent results of studies on the mechanism of processes induced by

the interaction of beams of (reactive) particles with surfaces in UHV,

often combined with concurrent bombardment of the surface with low-energy

ion or excimer laser beams, are reviewed. Angular-resolved mass spectro-

metry combined with time-of-flight studies on the desorbing products is

used as a key diagnostic. A more complete picture is obtained using

several other diagnostic tools to characterize the surface before, during

or after the interaction. Interactions at Si and Cu surfaces will be

emphasized. The review will deal successively with data for interaction

with a single beam of C12 , low-energy noble gas ions or excimer laser

pulses, followed by data on the concurrent interaction of crossed beams

of C12 and low-energy noble gas ions or excimer laser pulses with these

surfaces. Some conclusions will be drawn.

1. INTRODUCTION

Growth and etching of thin films, usually via the gas phase, plays a

dominating role in the technology of present-day integrated circuits.

The ever increasing complexity of these devices has necessitated the

development of techniques providing improved quality at reduced substrate

temperatures. The reduced substrate temperatures are a necessity because

the delicate structures already present in the substrate should not be

damaged and the improved quality is essential to get a high yield of

well-performing devices. Typically these techniques use dissociation and

excitation of gas molecules by plasmas or by photons to enhance surface

adsorption and reaction and/or apply surface-localized energy deposition

by bombardment of the adsorbate layer and nearby surface region by low-

energy electrons, ions, excited neutrals or photons to stimulate surface

OM. R.. $ft. Symp Proe. Vol. 129 1 N Matm. iweh Sockly
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reactions and desorption of products. A qualitative and certainly a

quantitative understanding of the crucial steps in these important

reaction chains is largely lacking. This hampers assessment of basic

possibilities and limitations of most of these techniques.

It is the object of this paper to review some recent results of

studies on the mechanisms of surface reactions stimulated by low-energy

noble gas ion bombardment or by nanosecond excimer laser pulses. These

studies have been performed in UHV chambers in which surfaces can be

exposed to one beam of particles like chemically active molecules, low-

energy noble gas ions or excimer laser photons or concurrently to two

beams, one consisting of chemically active molecules and the other of

low-energy noble gas ions or excimer laser photons. The discussion will

be restricted to the comprehensive studies on the interaction of low-

energy noble gas ion beams or excimer laser beams with Si or Cu surfaces

in most cases in the presence of chlorine adsorbed on the surfaces from a

beam of Cl2 molecules. For studies on other systems the reader is

referred to several recent review papers [1-6]. The main features of the

most important diagnostic tool used, viz. mass spectrometry combined with

time-of-flight measurements on the neutral "desorption" products, can be

found in another recent review [71.

This review paper will deal successively with some data on the

interaction of separate C12 beams, low-energy noble gas ion-, or excimer

laser-beams with Si and Cu surfaces, the concurrent action of crossed C12

and low-energy noble gas ion beams on Si surfaces, the simultaneous

exposure of Si or Cu surfaces to crossed beams of C12 and nanosecond

excimer laser pulses and will end with some conclusions. The data on the

interaction of only one of these beams with Si or Cu surfaces will be

reviewed only for ranges of parameter values also used in the experiments

with crossed beams.

2. C12 BEANS

In the temperature range of 300 to 850 K C12 sticks to Si(111)

surfaces with an initial sticking coefficient of about 0.1 until a

coverage of about one monolayer is reached. At this saturation coverage

the sticking coefficient drops rapidly. Both the initial sticking

coefficient and the saturation coverage decrease only slightly with
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increasing temperature [8]. At 300 K Si does not react measurably with

C12 . At somewhat higher temperatures the main etch product is SiCl 4 ,

while at temperatures above about 800 K up to 1500 K the main etch

product observed is SiCl2 [9,10]. A comparison of an estimate of the

relative contribution of the etch products SiCl 2 and SICl 4 as a function

of temperature from mass spectra alone [10], with an estimate using a

combination of mass spectroscopy and time-of-flight [7] clearly shows the

very qualitative character of the former estimate. Time-of-flight

distributions, using modulation of the product beam, have the form of

Maxwell-Boltzmann (MB) distributions at target temperature, suggesting

thermal desorption [7]. The desorption of SiCl 2 has been reported to show

an activation energy of about 1.75 eV at 1400 K decreasing to about 0.8

eV below 1000 K, with a surface residence time of about 10-2 s at 1400 K

and accompanied by "unusually" low preexponential (frequency) factors of

3x]0 8 s-1 at 1400 K to 8xI0
6 s-] below 1000 K. (which is about 10

5 to 106

times lower than "usual"). Calculations have confirmed that chlorine has

a high activation energy barrier for diffusion from the surface into the

Si [11]. It is difficult to derive from recent literature [12-14) a

unified, quantitative picture of the reaction of Cl2 with Cu surfaces. In

the pressure and temperature ranges of interest in the crossed beams

experiments to be described later on, i.e. for effective Cl2 pressures up

to about 10- 4 Torr and temperatures up to about 1000 K, the situation

seems to be as follows. At very low pressures (about 10-8 Torr) and room

temperature the surface coverage increases linearly with dose up to about

2 Langmuir (L) where it saturates at about half of a monolayer. The

initial sticking probability is about 0.5 and drops drastically at

saturation coverage. The Cl2 seems to be dissoclatively chemisorbed

without forming a halide-like overlayer. The overlayer has been reported

to contain "free" halogen. This holds even for exposures up to 20 kL in

the temperature range 300 to 700 K. However, when the effective pressures

are chosen much higher or when Cl2 at low pressures is condensed on a Cu

surface at temperatures of 200 K, thicker Cu halide films are formed. The

reaction probability of Cl2 first decreases with increasing temperature

till about 500 K and then increases. This has been explained by a rapidly

decreasing sticking probability of C12 on the CuCl surface film and rapid

evaporation of Cu-halide, thus exposing "fresh" Cu surface with a high

sticking probability, at temperatures above about 500 K. At 300 K thermal

etching is immeasurably slow. At temperatures up to about 850 K the

dominant etch product is Cu3Cl3 , while above 925 K the main desorbing

molecule is CuCl.

IiL-- --. . . .
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3. LOW-ENERGY NOBLE GAS ION OR EXCIMER LASER BEAMS

Only a few data are available on physical sputtering of Cu and Si

with Ar+ ion beams of a few keV in UHV (15,16]. At these projectile

energies the energy distributions of the main products, sputtered atoms,

are described well with a collision cascade (CC) distribution, i.e. the

flux of sputtered atoms 0 (E) is proportional to E / (E+Uo)3 where Uo is

the binding energy of the atom. Uo (Cu) - 3.5 eV and Uo (Si) - 7.8 eV.

For quite a number of elements Uo is equivalent to the value of the

sublimation energy [5], only Uo of Si is somewhat higher. Sputtering

yields at 6 keV are 3.7 atoms/Art for Cu and 1.3 atoms /Ar+ for Si. The

values of these yields are consistent with yield formulas (see eq. 6 of

ref. 5). Sputtering yields decrease with decreasing projectile energy to

values of a few 0.1 atoms/Ar+ at 100 eV. With decreasing projectile

energy the energy distribution of the sputtered atoms deviates at the

high energy end progressively to lower values. This is especially

significant for oblique incidence and ejection angles [17,18].

Low-energy noble gas ion bombardment of solids also leads to

implantation. The resputtering of these noble gases has been studied for

bombardment of Si with Ar+ [19]. The time-of-flight (TOF) distributions

consisted of two contributions, an MB distribution at target temperature

which is ascribed to ion bombardment-enhanced diffusion to the surface

followed by evaporation (or, below the solidification temperature,

sputtering) and a contribution which may be reasonably well simulated

with an MB distribution but at a much higher temperature. The latter

contribution has tentatively been interpreted as opening of noble gas

"bubbles' by ion impact. Recent studies (201, for more noble gases and

more solid targets, have shown that the TOF distributions always have a

high kinetic energy component and often an MB contribution at target

temperature. It also appeared that steady state resputtering is reached

already with a fluence of no more than about 1015 ions per cm2 . The

latter observation is not easily understood by assuming sputter opening

of noble gas bubbles. Hopefully, incidence- and exit angle-dependent

studies will shed more light on the mechanism responsible.

The interaction of 308 and 248 nm nanosec laser pulses at laser

pulse fluences up to 0.82 and 1.0 Jcm "2 respectively with pure Si and Cu

surfaces in UHV did not lead to significant etching.
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4. CROSSED BEAMS OF LOW-ENERGY NOBLE GAS IONS AND OF C12

By using a combination of TOF studies and mass spectroscopy the

composition of the various neutral products desorbing from e.g. a Si

surface exposed to crossed beams of low-energy noble gas ions and C12 can

be determined [7]. If care is taken to prevent the desorbing products

from colliding with each other above the surface [21] also information

about the desorption mechanism(s) is obtained. It is much more difficult

to make a more quantitative estimate of the relative proportions of the

various products. For this quantification one needs to know what the TOF

distributions of the various products are to be able to make a I/v

correction for the ionization probability in the ionization chamber of

the mass spectrometer. Since we have measured these TOF distributions for

the products, this correction can be applied. Of course one must take

care of collecting the ions produced properly. The important problem

remaining is that for most of the molecules encountered in our studies no

ionization cross sections are known and it takes a lot of effort to

measure them [22]. To get a qualitative impression of the neutral

products leaving a Si surface along the surface normal, when exposed to

crossed beams of I keV Ar+ ions incident at 600 to the surface normal and

of 300 K C12 , the series of e'periments illustrated in Fig. I have been

performed [23].

Fig. 1. (a) Mass spectrum of

species emitted from. silicon under

simultaneous exposure to a

0 chlorine-gas beam (0C2-3x01
6 mol

20[ cm-2 s"]) and an argon-ion beam (EAr

JO  = 1 keV, 0Ar_2x1Ol 4 ions cm- 2 s' 1 ).

ti ,. The signals for SiCl 3 + and SiCl 4
+

Z'0 have been multiplied by a factor of

' L L E E 100. (b) Mass spectrum of room-

2 ... . . . .. ... temperature SiCl 4  gas. (c) Mass

sci, $oL d spectrum of species sputtered by an

A argon-ion beam (EAr =1 keY) from
;j 50 M0 io ,, solid SiCl 4 , condensed at liquid

air temperature. The mass spectra

have been obtained with 10 mA of 70

eV ionizing electrons and are

normalized to the SiCl + signals.

k
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Using the same settings of the mass spectrometer and a modulation

frequency of 10 Hz, the mass spectrum of SiCl4 gas was measured (b)

followed by the mass spectrum of the products sputtered from solid SiCl 4
(c) and then by the crossed beams experiment for a relatively high flux

ratio R of Cl2 to Ar+ of 150 (a) (Note that in Fig. la the SiCl3
+ and

SiCl4
+ peaks have been multiplied by a factor of 100.) A comparison

between the mass spectrum of the gas and the bombarded solid SiC14

indicates that part of the SiCl4 molecules in the solid have been

fragmented by the Ar+ ion impact. TOF measurements on the neutral

sputtering products from solid SiC14 showed that indeed neutral SiCl

molecules are sputtered as such with a CC distribution and a binding

energy of only 0.08 eV. A comparison of the results of the crossed beams

experiment shown in Fig. la with those presented in lb and Ic proves that

SiCl and SiCI 2 are major etch products. A recent repetition of these

experiments [24] reproduces these early results very well. This work also

shows that the TOF distributions of the more chlorinated products SiC13

and SiCl 4 lie at about the same position as those of e.g. SiCl 2 . Even a

relatively large difference in ionization cross section of the various

neutral products, like for SiFx neutrals [22], does not change this

conclusion. The above conclusion remains valid when R is enhanced to

about 500 and when the Ar+ ion energy is reduced to 250 eV, both measures

which cause a relative increase in more halogenated products.

More extensive studies on this system [25,26] have shown that

a. The main species ejected are Si, Cl, SiCl and SiC12 and resputtered

Ar

b. The kinetic energy distributions of these products are composed of

two contributions: first a CC distribution comprising more than 80%

of the total emission and second an MB distribution at target

temperature. The latter contribution is ascribed to ion-bombardment

enhanced outdiffusion, followed by evaporation at target tempera-

ture. The CC distribution shows that the main removal process is

physical sputtering of these molecules. An example of a TOF

distribution showing both contributions is given in Fig. 2.

Recently [7] TOF distributions can be measured either by modulation of

the ion beam or by chopping the product beam: no significant differences

have been found for SiCl+. This means that the above-mentioned two con-

tributions are far the most important ones and contributions from higher

chlorinated SiClx are insignificant. Also long residence times do not

seem to play an important role, which is, of course, to be expected for
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Fig. 2 Time-of-flight distribution of

the product SiCl for OCl/#Ar+ - 40.
I *inc - 500, Odet - 00. As demonstra-

.0 ted, a combination of 90% of a

60 collision cascade distribution and of

10% of a Maxwell-Boltzmann distribu-

tion at T - 300 K fits the data quite

Mwell.
TOjr G)-

physical sputtering processes.

In other recent work [27] a systematic study of the effect of R and

of the angle-of-incidence of Ar+ has confirmed earlier indications [26]

that the binding energy of the product SiC1 increases from vaV -s below

0.2 eV at high values of R and incidence close to the normal to values

near 0.6 eV for low R values and high incidence angles. These results

have been related to the effective amount of chlorine mixed into the Si

by the ion bombardment as measured by Mayer's group (28,29]. The value of

Uo decreases with increasing concentration of chlorine mixed into the Si.

As expected the sputtering yield increases in the same way 130].

A most intriguing aspect of this chemically enhanced physical

sputtering is that the values of Uo are so low, i.e. only a few tenths of

an eV. As discussed in section 3 there is a one-to-one relation between

Uo and the sublimation energy. If the molecules would have been formed in

one Ar+ impact at the surface and then sputtered from there in a

foTlowing impact it is difficult to understand why they did not evaporate

thermally, except when the frequency factor for this thermal process is

exceptionally low. That this could be the case may be derived from the

data mentioned in Section 2. If the frequency factor has a value near

1013 s"] other explanations have to be found for the high sputtering

yields of SICl (and SIC1 2 ). Essentially three different explanations have

been put forward (except the one with the low frequency factor for

desorption). All of them [2,3,26,27] agree about the importance of bond

breaking and mixing of chlorine into the Si. Mayer's group [3] assumes

subsequent reformation of small molecules and sputtering of the molecules

by the tail of the same collision cascade that caused the bond breaking.

However, reformation of bonds takes more time than the collision cascade

takes. Winters [2] assumes direct formation of molecules during the

J- early bond breaking stage of the collision cascade and sputtering of the

molecules thus formed by the tail of the same collision cascade. However,

it is difficult to understand why, except for a dissociation correction

I
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[32], a complete collision cascade distribution develops, i.e. with also

high-velocity molecules, when only the tail of the collision cascade is

used. Finally, Dieleman et al. (26,27] have proposed formation of these

molecules in the top film during and after one impact and sputtering of

these molecules in a subsequent impact. More research into this interest-

ing and technologically important phenomenon will hopefully lead to a

more definitive answer.

Very recently measurements have been extended to Ar+ ion energies

down to 75 eV and to bombardment with Xe
+ ions at higher energies [24].

At the lower energies or for the heavier projectile masses the TOF

distribution lose their high velocity part or, differently stated,
"shift" to longer flight times. For bombardment with very low ion

energies the TOF distributions could be fitted reasonably well with MB

distributions at about the same high temperature and an MB distribution

at target temperature. These results have been interpreted by assuming

evaporation from an ion-induced hot spot. More research will have to be

done to decide whether this picture (which holds perhaps also for noble

gas resputtering) holds or whether this is simply due to insufficiently

developed collision cascades or whether this is equivalent.

For Cu exposed to crossed beams of C12 and low-energy Ar+ ions the

sputtering yield dereases slightly as compared to sputtering with Ar
+

ions alone [13]. Further studies, as described above for Si, will have

to be performed to understand this behaviour.

5. CROSSED BEAMS OF EXCIMER LASERS AND C12

The results to be reviewed in this section pertain to the etching of

Si and Cu surfaces when exposed to crossed beams of nanosecond excimer

laser pulses of mostly 308 nm and a continuous C12 beam (or background

pressure) corresponding to an effective pressure at the Si or Cu surface

of at most about 10-4 Torr. This means that experiments performed at much

higher C12 background pressures [32-34] will not be reviewed here.

Recently, some studies on the mechanism of nanosecond excimer laser

etching of Si concurrently exposed to C12 at an effective pressure up to

about 10-4 Torr have been performed [35-38]. At laser pulse fluences up

to 0.4 Jcm "2 for 308 nm and 1.0 Jcm "2 for 248 nm and in the C12 pressure

range indicated above Si is easily etched with a maximum etch rate of 30

,I
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A per laser pulse. The main products observed are Cl, SiCI and SiC12 . The

TOF distributions can be fitted quite well with NB distributions at

Ii temperatures in the range 1400 to 4000 K. The temperature increases with

laser pulse fluence and with chlorine pressure up to a pressure of about

10- 4 Torr (at least for a repetition rate of 4 Hz). Each pulse removes

all of the chlorine absorbed in the time between two pulses. The most

intriguing observation is the increase of the particle temperature with

Cl2 pressure (which is equivalent to surface coverage) until a surface

coverage of one monolayer between two laser pulses is reached. Studies on

the rovibratlonal excitation of the product SiCl have shown that these

molecules are also internally very hot. This Is at least partially

consistent with time-resolved reflectivity studies, which indicate that

for the higher C12 pressures and laser pulse fluences the laser pulse

melts the Si surface. No definitive conclusion has been reached as yet

about the desorption mechanism. The most recent studies (38] indicate

that, except at the lowest pressures, the desorbing particles interact

above the surface. Of course this effect has to be separated from the

desorption-induced external and internal energy distributions.

Also for Cu exposed to crossed beams of nanosecond excimer laser

pulses at various wavelengths and C12 at effective pressures below 10-
4

Torr relatively little studies have been published [39-42]. In none of

these publications attention has been paid to effects of interaction of

desorbed particles above the substrate, like described in Ref. 21. This

holds almost completely for the work of Osgood et al. [40] and completely

for that of Chuang et al. [39. So it is not possible to draw more

definitive conclusions about the mechanisms responsible for the observed

high velocities of the desorbed species* In our own work some experimen-

tal conditions occurred where this interaction was absent. In addition

some data have been collected about the laser-induced modification of Cu

surfaces in the presence of a C12 beam. For these reasons the discussion

here will be restricted to some of our data.

When Cu containing minute amounts of chlorine is exposed to

nanosecond excimer laser pulses at 308 nm in UHV, some Cu3CI3 is

desorbed. The kinetic energy distribution of these molecules can be

fitted by a Maxwell-Boltzmann distribution at temperatures corresponding

very well to those calculated on the basis of the temperature induced in

the Cu surface by absorption form the laser pulse. This temperature rises

linearly with laser pulse fluence. Of course, this indicates a thermal

desorption mechanism. When a clean Cu sample is exposed to crossed beams

of nanosecond excimer laser pulses and low pressure C12 beams, the etch

4.. ...
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rate at the start of the experiment is no more than about 1% of a L
monolayer. The TOF distributions of the main products Cu3 Cl3 and CuC1 are

fitted quite well with Maxwell-Boltzmann distributions at temperature not

very different from those mentioned above. However, the etch rate

increases with exposure till a steady state etch rate level is obtained.

The TOF distributions of the products remain Maxwell-Boltzmann, but the

corresponding temperature rises with exposure till the steady state is

reached.

S- ,. Fig. 3. Evolution of the flux of
j30- +. : c 12) 0• lo-6mmr. Cu3C13 leaving the target as a

.. TS-5OOK C l function of the number of laser

§20 a a 0 0 TS.4300K shots after the beginning of

+ + Ts 3700K exposure of a clean Cu surface to+ +

0 + C12 for the four values of PC12010- +
+ & indicated in the figure. The laser

o & TS -2800 K0L * .... K , pulse fluence is fixed at 0.45

0 1= Jcm -2 . The steady-state temperature
Number of shots - of the ejected Cu3 Cl3  is also

indicated. I mbar = 102 Pa.

As illustrated in Fig. 3 the steady state level is reached faster the

higher the Cl2 pressure and the steady state "temperature" increases.

Fig. 4 shows that the build-up to the steady state (S) etch rate level is

accompanied by a build-up of a rather thick chlorinated Cu surface film.

The explanation of these observations is rather straightforward. At the

start of the exposure the chlorine adsorbed is only for a small part

desorbed from the surface. Because the Cu surface is heated by the laser

pulse part of the chlorine remaining will diffuse into the Cu. This

process will go on till the chlorinated surface film is so thick that all

chlorine sticking to the surface in between laser pulses is removed.

400" - 103 puIlS*
.0o Fig. 4. Cl profiles in etched-5"03
0 single-crystal Cu (100) at various

E 2-10 052 P stages of the buildup to S for F =
0.14 J -' 0.14 Jcm"2 , PC12 - 5x10 4 Pa, and n

... - (1,2,5, and 20)x,0 3 , respective-

0 4b . ly. The latter is the S profile.

2500 2000 150o 1oo 5oo o -5oo The zero is indicated for 35C1
Oepth (A) only. Resolution is 200 A.
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Because the heat conductivity of the CuC1 is lower than that of Cu metal

also higher temperatures may occur, as observed. But because the TOF

distributions will be obscured by interaction between the desorbing

species, the temperature corresponding to the MB distribution measured

will not be a true measure of the surface temperature.

6. CONCLUSION

The review clearly demonstrates the fascinating and important role

chemically active adsorbates play in low-energy ion- and laser-assisted

etching. It also shows that much remains to be done to get a better

qualitative understanding of the underlying mechanisms.
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ION BEAM PROCESSING OF OPTICAL MATERIALS
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ABSTRACT

We have deposited thin films of optical materials using ion beam sputtering and

ion assisted deposition techniques. It is possible to obtain good quality film material

deposited on substrates at temperatures lower than normally required. Ion assisted

deposition influences film stoichiometry and packing density, which in turn determine

optical and mechanical properties of the film material. We discuss two general indicators

which appear helpful in predicting the degree to which these occur.

1.0 Introduction

The technique of processing optical and electronic materials using low energy ion

beams (Ei<l500eV) has been a subject of research for many years. Two techniques that

are used in producing high-quality thin films are ion assisted deposition (lAD) 1-s and ion

beam sputtering (IBS). 6,7 The former technique involves bombarding a substrate with

ions during deposition of thin film material generated from evaporation or sputtering, and

the latter method entails the use of ion beams to produce thin films by sputtering. In the

case of lAD, additional surface energy is imparted to the adatoms via ion bombardment

during deposition. One distinct advantage of lAD over conventional deposition

techniques is that it allows the production of coatings at moderate deposition rates (I A- I

<_ Rdepo 5 i0As - 1 ) that have improved properties. Both IBS and IAD allow the

production of improved coatings at low substrate temperature (Tsub - 100"C). Standard

deposition techniques typically require heating substrates to high temperatures (Tsub

300C) in order to achieve thin films of acceptable optical performance.
8
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We have investigated the use of both lAD and IBS to produce metal oxide thin
films. The first section of this paper will summarize results of IAD applied to thin films
of materials typically used in optical coatings, while the second section of this paper

describes results of using IBS to deposit an optical nonlinear material, PLZT.

2.0 Ion Assisted Deposition of Optical Coatings at Reduced Substrate Temperature

IAD can increase film packing density and stoichiometry, resulting in
improvements in optical properties, environmental stability, abrasion resistance and

adhesion.' s"9 Low temperature deposition processes have become increasingly important
in practical applications involving certain substrate materials (e.g., plastics'0 and heavy
metal fluoride glass 9 '), and for increasing throughput for coating large, precision

elements. Results presented here will be restricted to substrate temperatures of

approximately 00°C.
Thin films were deposited in an apparatus that is described in detail in Reference

12.. The thin film starting material was electron beam evaporated at a deposition rate of
~2As- 1,and the chair' , - is backfilled with oxygen during deposition to a pressure of

P02-I0 - 4 Torr. Substrates were heated to -100°C prior to starting the coating process,
with the substrate temperature rising to -125°C at the end of the coating due to heat
from the evaporative sources. A Kaufman ion source13 provided either argon or oxygen
ions for bombarding the substrates. Substrates were ion precleaned with 75 uAcm - 2 of
500 eV argon ion bombardment for 4 minutes prior to deposition, and then bombarded
wids oxygen ions during film deposition. The ion current density was measured with a
probe mounted on a shutter near the substrate surface.

Coatings of SiO2 , A12 0 3 , Ta 2 0 5 and TiO2 were deposited at different levels of

oxygen ion energy and current density, and were analyzed for refractive index and
extinction coefficient. A homogeneous envelope technique developed by Manafacier el
al. (1976) was used to determine optical constants from the spectral transmittance of

coated samples.'
4

Results

Figure I illustrates the variation of the index of refraction of Ta2 0 5 films with
respect to ion energy and current density deposited using IAD. The upper horizontal axis
of the figure represents the arrival ratio "y, which is the ratio of the flux of oxygen atoms
from the ion beam to the flux of film atoms arriving at the substrate. It can be seen that

the film refractive index of lAD Ta2 0 5 initially increases for a corresponding increase in
ion current density, and the rate of increase is greater for greater ion energy. This
increase continues until y reaches a so-called "critical value." Note that essentially bulk
values of refractive index (-2.28) are attained for the Ta2 0 5 film material for 300 eV ion
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bombardment. Films deposited at bombardment levels greater than the critical value

exhibit refractive indices that are less than those obtained at current densities below the

critical value. The critical value is never attained for films deposited with 150 eV ion

energy. Similar characteristics have been observed in films of A120 3 and TiO 2 deposited

using lAD.

Thin films of SiO 2 deposited using IAD do not display any significant increase in

refractive index. Unbombarded films of SiO2 have refractive indices (measured at -

350nm), of -1.42, while SiO2 films deposited using IAD display values of -1.44.

Transmittance spectra of SiO 2 films recorded around the 2.8 pm water optical absorption

band, however, show that use of lAD dramatically reduces film water content. Thus, the

lack in variation of IAD SiO2 film refractive index is most likely attributable to the small

difference between the index of refraction of water and bulk SiO 2 , rather than a lack of

film densification.

The extinction coefficient of lAD Ta2 0 5 also depends on bombardment

conditions. Figure 2 illustrates the effect of oxygen lAD on the extinction coefficients of

Ta2 0 5 thin films deposited at reduced substrate temperature. Low temperature

deposition of Ta2 0 5 by conventional means typically results in absorbing films,
i s 

as

illustrated in Figure 2 by appreciable extinction coefficient (-15 x 10- 4 ) for J=0. The

extinction coefficient is reduced to values < 2 x 10- 4 , however, by low-level oxygen ion

bombardment, presumably due to improvements in film stoichiometry caused by oxygen

ions. Similar in nature to the effect of lAD on refractive index, the rate of decrease is

greater for greater bombardment energy in the region of decreasing extinction coefficient.

For current densities near the critical value, the extinction coefficient begins to increase

for increasing current density.

This result is not obtained for thin films of A12 0 3 and TiO 2 deposited using lAD.

For these materials, the extinction coefficients are typically low (k < 4 x 10- 4 ) for

unbombarded films, and the effect of IAD is to further reduce the extinction coefficients

of these materials to values that are less than the sensitivity of our measurement

technique. No increase in absorption is observed for an increase in current density.

Discussion

For the materials investigated, the presence of suboxide material can dramatically

increase the amount of optical absorption measured in thin films. Because of this, the

optical extinction coefficient is a sensitive indicator of metal oxide film stoichiometry.
1 6

We have examined samples of tantalum and titanium oxides using Rutherford

backscattering spectrometry (RBS). In the case of large amounts of absorption there is a

correlation between film extinction coefficient and sample substoichiometry. However,

,I
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for films of low absorption, RBS techniques are not sufficiently accurate to determine

film stoichiometry.
17

A qualitative picture of the response of film extinction coefficient to ion

bombardment is provided by the fractional sputtering yield (Yo/YM), which gives the

ratio of the oxygen atomic sputtering yield to the metal atomic sputtering yield of a

compound metal oxide target. A value of (Yo/YM) ,1 implies that oxygen atoms are

more readily sputtered from the surface than are metal atoms, so that ion bombardment

results in a reduced metal oxide material. This process is known as preferential

sputtering, 1s and is most likely responsible for the increase in extinction coefficients

observed from thin films of Ta2 0 5 .

Malherbe et al. (1986) have developed a method for predicting the composition of

metal oxides reduced by ion bombardment. 19  Their argument gives the fractional

sputtering yield of a compound target as

YO Am)1 3UM
_)( )2/3

YM AO Uo

where Aj and U. are the atomic weight and surface binding energy, respectively, of the

metal (M) and oxygen (0). While the expression for (Yo/YM) was derived for bulk target

material, the preferential sputtering for thin films is expected to be approximately the

same. Values of (Yo/YM) calculated for the metal oxides investigated in this study are

listed in Table 1. The values in Table I show that the theory of Malherbe et al. is

reasonably accurate in predicting the experimental result that use of IAD to deposit

Ta 2 0 5 produces films having significantly greater optical absorption compared to that of

films of A120 3, SiO2 and Tie 2 .

Table I Fractional Sputtering Yields

Target AM/Ao UM/Uo yo/YM

A120 3  1.69 0.77 1.00

SiO2  1.76 0.81 1.00

Tie 2  2.99 1.09 1.50

Ta2 0 5  11.31 1.23 2.50

The model for preferential sputtering does not include the effects of bombarding

with reactive ions. Reactive ions may engage in specific chemical interactions with the

target to synthesize compound thin films.20 Also, oxygen TAD of metal oxides occurs in a

reactive atmosphere, where ion bombardment may induce chemical reactions between
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neutral gas species and the surface. Such chemically reactive mechanisms are probably

responsible for the low values of extinction coefficient observed in TiO2 thin films

deposited with oxygen IAD, even though the theory of preferential sputtering predicts
that lAD of TiO2 should result in reduced thin film material.

Much work has been done in recent years to model the effects of ion

bombardment during film growth. The most successful model uses binary collisions and
molecular dynamics to explain the densification of ion assisted thin films in terms of

surface atom recoil implantation. 21,22 The results of this model indicate that an increase

in sputtering yield increases the probability of a recoil implantation event occurring. For

the same material, the sputtering yield will be greater for greater ion energy. 23 Since
film refractive index strongly depends on film density, a change in index of refraction is

assumed to represent a change in density. Therefore, greater bombardment energies

result in greater increases in refractive index for the same increase in ion current density

(i.e. greater 8n/laJ). Greater sputtering yields are also expected for smaller values of

target mass. This can be characterized by the kinematic factor X, which is a measure of

the fraction of energy imparted to a target by an energetic projectile. For a projectile of

mass M I and a target of mass M2 , the kinematic factor is given by

4MIM 2

(M M2

Table 2 lists values of x for the collisions O-.TiO2, O-.A 2 0 3 and O-Ta2 0 5.

From Table 2, it is seen that the kinematic factor is greater for TiO 2 than for A12 0 3 , and

that the value of x is greater for A120 3 than for Ta 20 5 . Thus, although the kinematic
factors are consistent with the result that IAD of A12 0 3 exhibits greater rates of increase
in refractive index (Pn/a,) than is observed for Ta2 05 , there is an inconsistency with the

results that (anl/i9t) for A120 3 is also greater than that for TiO 2 . This may be due to the

fact that oxygen lAD results in generation of Crystalline material in thin films of TiO 2 ,

but does not promote the growth of crystallites in thin films of the other materials

investigated.
5,2 4

Table 2 Kinematic factors for 0 on various metal oxides

Collision ,C

O-SiO 2  0.66

O-TiO2  0.56

O-AI203  0.47

O-Ta 0 0.13

25
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Competing with bombardment-induced film densification is the mechanism of ion
incorporation associated with ion bombardment. Three important observations have been
made by researchers investigating the effects of ion bombardment on reactor materials:
(1) the ion incorporation probability Yj is greater for greater ion energy, (2) it is possible
for the ion incorporation mechanism to become saturated and (3) there is a threshold ion
energy ET below which no ion incorporation occurs (i.e., q = 0 for Ei < ET). For the
low-energy regime, Carter et al. (1980)25 have derived an approximate expression for ET

ET $ 100. Na2 (ZIZ 2)3 /4

where ET is in eV, N is the areal atomic density of the target (atoms m-2), Z, and Z2
are the atomic numbers of the ion and target, respectively, and a is the Andersen-
Sigmund range (a - 2.2 x 10l lm.)28 The expression for ET shows that, for the same
ion species and flux, bombardment of a lighter target material will result in greater values

of n compared to values of i? for a heavier target material.
The results reported above may be used to develop a picture which is consistent

with material-dependent differences in maximum packing density obtained from lAD of
thin films. There is evidence indicating that ion incorporation causes a reduction in film
density due to the presence of trapped gas in the film Therefore, there will be a
maximum film density obtained using lAD due to the competing mechanisms of recoil
implantation and ion incorporation.

Table 3 lists values of ET for the collisions O-.A120 3, O-.TiO2 and O-.Ta20 5 .
Mean atomic numbers were used for Z, and Z2 in the calculation for ET. For example,

in the case of O-A120 3, Z1 = 8, Z2 - 10.5, and N - 2.40 x 1019 atoms m -2, yielding a
value of ET = 101 eV. It can be seen that the estimated threshold energies for ion
incorporation to occur in Ta20 5 is roughly twice that value for A1203 and TiO2. Thus,
for a given ion energy and flux, there is a greater probability of ion incorporation
occurring for both A120 3 and TiO2 compared to the ion incorporation probability for
Ta20 5. This result is consistent with the fact that lAD of Ta20 5 yields a greater value

of maximum film packing density than is achieved using lAD to deposit either A120 3 or
TiO 2. The decrease and saturation in packing density of lAD metal oxide thin films at
high ion flux levels may be explained in terms of saturation of the gas trapping

mechanism.

I
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Table 3 Ion incorporation threshold energy (ET) for various collisions

Collision ET (eV)

O-SiO2  72

O-.AI203  101

O-TiO2  108

O-.Ta20 5  212

3.0 PLZT Film Deposition
Lanthanum-modified lead zirconate-titanate, Pbl-xLax(ZryTiz)l-x/4 03 or

PLZT, is a very attractive class of ceramic material because of its pronounced electro-

optic characteristics. In addition, the stoichiometry can be varied to produce material
with different characteristics. The material has been investigated in bulk form for a

number of years, and more recently in thin film form. 7 '8  Thin film PLZT has

numerous possible applications in electronic and electro-optic devices such as FET

nonvolatile memory, optical switches, optical displays, and image storage. Most recently,

thin film PLZT has been used to frequency double light at 1.06 microns wavelength.2 9

PLZT thin films were prepared by IBS. The experimental apparatus included a 5

cm Kaufman ion source directed at a pressed powder target of composition (x/y/z) of

(28/0/100). The substrates were heated to temperatures ranging from 500°C to 650°C
prior to deposition. The ion source was operated with Ar at a pressure of 5 x 10- 5 Torr.

The chamber was backfilled during deposition with 02 to a pressure of 2 x 10- 4 Torr.

Substrates used for this investigation include Si <100>, Si <111>, Si <100> with 2 jm of

Si0 2 as a buffer layer, and fused silica. The thickness of the films were approximately

5000A. Thin film crystallography was determined by x-ray diffraction (Cu Ka

radiation). The thin film composition was determined by SEM/EDAX measurements.

Results

Highly oriented PLZT thin films have been obtained with ion beam sputtering.
Figure 3 illustrates the x-ray diffraction characteristics of three samples of PLZT

deposited on Si at substrate temperatures of approximately 500, 550, and 650C. The

sample deposited at a substrate temperatures of 550"C is highly oriented with only the

<100> crystalline orientation of the perovskite form of the material detectable. This is

very desirable for applications of the material. The sample deposited at 650°C is very

polycrystalline, while the sample deposited at 500"C illustrates the x-ray diffraction

characteristics of pyrochlore PLZT. Neither of these other forms of PLZT is desirable

for electro-optic applications. Good quality PLZT was also deposited on Si wafers having

-?i
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a buffer layer of SiO2 approximately 2 microns thick. This is very encouraging because
the configuration can be used as a waveguide structure, and also because this illustrates
the compatibility of Si and PLZT technologies. Devices of Si (e. g. drivers, etc.) can be

produced with PLZT on the same wafer. Good quality PLZT has also been deposited on

fused silica substrates.
We have observed second harmonic generation in ion beam sputtered PLZT

deposited on the buffer layer of SiO2 on a Si substrate. The second harmonic conversion
increases quadratically with applied electric field in the configuration shown in figure 4,
indicating this is a third order effect. The incident wavelength was 1.06 microns, and the
reflected beams were 0.53 and 1.06 microns. We are presently characterizing this effect

more thoroughly, including extending the incident wavelength to 10.6 fm.

In addition we have observed a significant difference in the surface morphology
of IBS and magnetron sputtered samples of PLZT. The IBS sample had an rms roughness

approximately 60 percent of that of the magnetron sputtered sample. Excessive surface
roughness can prohibit use of the material in applications requiring low optical scatter
loss, such as waveguiding. A possible explanation for this difference in surface roughness
is the lower pressure at which the ion beam sputtered material was deposited. In

addition, the magnetron deposited sample was exposed to an unknown level of ion
bombardment as a result of being immersed in the discharge of the arrangement; this was

not the case for the ion beam sputtered sample.

4.0. Conclusions

Good quality oxide materials have been deposited on substrates at reduced
temperature using IAD techniques. For some film materials, values of bulk refractive

index are obtained. Preferential sputtering of oxygen from the film material is sometimes

an issue. General indicators of these two behavioral characteristics promoted by ion
bombardment include threshold energy for ion incorporation and relative sputter yields of
film atomic species. Good quality, highly oriented films of PLZT have been deposited on

substrates of Si, Si with a buffer layer of Si0 2, and fused silica using ion beam
sputtering. The material has displayed strong second harmonic generation at 1.06 microns
incident wavelength. In addition the surface morphology of the ion beam deposited

PLZT appears to be of higher quality than that of r.f. magnetron sputtered films of the

same composition.

The authors thank A. Mukherjee and S. R. J. Brueck for second harmonic
characterization of PLZT. We also thank Feiling Wang for his photolithography work

necessary to characterize these films.
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Fig. 4. Field induced second harmonic generation of PLZT thin film material ion beam
sputter deposited onto a Si substrate having a buffer layer of SiOi; (a) schematic
illustration of the process; and (b) variation of the intensity of the second
harmonic signal with applied field.
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ATOMIC-SCALE MODELING OF LOW-ENERGY ION-SOLID PROCESSES

BRIAN W. DODSON
Sandia National Laboratories, Albuquerque, NM 87185-5800

ABSTRACT

Various techniques which have been applied to modeling low-energy (<< 1 keV)
ion-solid interactions on an atomistic scale are described. In addition to
their individual strengths, all such methods also have a number of drawbacks,
both fundamental and practical. The range of validity, and the problems
encountered external to this range, will be outlined for the different ap-
proaches. Finally, examples of molecular dynamics simulations of low-energy
ion-solid interactions will be presented.

INTRODUCTION

Growth, surface modification, and doping of artifically structured
materials (both metals and semiconductors) using low-energy (<< 1 keV) ion-
beams is currently under intense experimental study. The kinetic energy
associated with the ion beam can control important effects in near-surface

1structural kinetics. Such effects include reactive ion cleaning/etching
2 3control of surface growth nucleation sites , control over growth morphology

including relative orientation of epitaxial growth 4 , production of non-
5equilibrium doping profiles , growth of metastable epitaxial semiconductor

alloys 6 , and depth-limited oxidation of semiconductor surfaces. 7  The growth
and fabrication opportunities presented have generated considerable excitment
in this field of research.

Rather than pursuing the purely empirical approach of doing every pos-
sible experiment, however, it appears more reasonable to establish the
behavior of the dominant mechanisms through a carefully chosen subset of
experiments, and then develop procedures to predict the behavior of those
mechanisms under a wide range of conditions. Such considerations have driven
considerable effort on atomic-scale modeling of low-energy ion-solid
processes.

This paper reflects an attempt to review the special aspects of modeling
low-energy ion beam processes on an atomistic scale. The low-energy regime is
defined in physical terms, and the general nature of ion collisions, cascade
formation, and healing of the target material is described. The interaction
of a low-energy ion with the target is described in detail, because many of
the relevant interactions are not important in conventional high-energy beam
processes. The three major classes of simulation techniques are then out-
lined, along with a discussion of the validity of their underlying assumptions
in the low-energy regime. Finally, we illustrate the current status of
atomic-scale modeling as applied to low-energy ion beam processes through
examples of state-of-the-art simulations.
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WHAT ARE 'LOW-ENERGY' ION BEAMS?

It is useful to establish physically based limits on the "low-energy" ion
beam regime. (Note that we shall call any energetic species impinging on a
solid surface an ion, even if it is uncharged.) At the lower end, a
reasonable cutoff provides that the kinetic energy of the incoming ions is
similar to chemisorption energies for that ionic species on the substrate in
question. Note that this energy can, for chemically reactive species, be much
higher than typical thermal energies of, e.g., an MBE source. (Thermal
energies in an MBE deposition process are typically 0.1-0.2 eV, whereas
chemisorption energies for most semiconductors are several eV.) The reason
for this choice is that the energy released in forming the chemical bonds is
largely dissipated as phonon-like excitations and lattice distortions, which
serve to perturb the local environment of the chemisorbed species in a manner
similar to the effect of excess kinetic energy supplied by ion beam deposi-
tion. A reasonable lower limit for the "low-energy" beam regime in most cases
is thus 5-10 eV.

Establishing an upper limit for the "low-energy" regime is not as
straightforward. For example, one physically based limit is that the beam
velocity should be less than the Fermi velocity of the valence electrons of
the target material. This limit generally corresponds to beam energies of
several hundred keV, and thus appears much larger than appropriate for our
current purposes. A more reasonable limit can be set by determining in what
energy range the approximations used in modeling high-energy (>>10 keV) ion
beam interactions begin to break down. In the high-energy regime, the ener-
getic particles are modeled as "soft-spheres", having monotonically decreasing
pairwise repulsive interactions. This is quite reasonable, as rapidly moving
atoms do not have time to form chemical bonds (to do so, the residence time At
of the atoms must be >> h/AE; at typical bonding energies (AE-I eV), At is
about 1 femtosecond (fsec); in fact, At for a 100 keV particle is about 0.1
fsec). In addition, the bonds between substrate atoms do not contribute
significant inelastic losses, again because of the disparity in energy scales.
At the same time, the pairwise interaction approximation is also appropriate
because the dominant interactions take place at small interatomic radii. As a
result, the "soft-sphere" approximation is quite reasonable in the high-energy
regime.

When does this "soft-sphere" pairwise interaction approximation break
down? Discussion of this multifaceted question will take up a significant
part of this review. However, various approaches to this question suggest
that the high-energy interaction arproximation breaks down noticeably at beam
energies of a few hundred eV. In addition, the 'breakeven' energy for sub-
strate sputtering (wnere the beam flux equals the sputtering rate) is on the
order of 1000 eV for many systems. For this review, then, the low-energy
regime encompasses beam energies of roughly 10-1000 eV. This criterion also
agrees with the requirement, in ion-beam deposition, that sputtering processes
are limited enough that a positive net flux to the surface is retained.

ATOMIC-SCALE SIMULATION OF LOW-ENERGY ION-SOLID PROCESSES

The overall process of interaction of an energetic ion with a solid can
be broken down into three major regimes, each occuring on a different times-
Cale. The first is the collisional regime, in which the incoming ion
transfers its kinetic energy to the solid. This can take place either through
direct nuclear collisions with the atoms of the solid, or by inducing transi-
tions in the electrons of the solid. The nonequilibrium structure of
displaced and/or highly energetic atoms formed within the solid in this period
is usually called the collision cascade. The underlying crystal structure of

-----------------------
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the solid is often completely disrupted in the cascade, with an accumulation
of vacancies in the central region of the cascade and a corresponding number
of interstitials generated around the periphery by the action of 'dynamic

crowdions'.
8 

The characteristic timescale for development of this structure
is a few tenths of a picosecond in the low-energy regime.

The second major process is that of thermalization of the cascade region.
Energetic atoms will lose their excess kinetic energy through generation of
phonons in the surrounding material. The thermalization regime ends when the
cascade region has settled to local thermal equilibrium with the surrounding
material, so that the temperature is constant across the region. This will
generally occur within a few psec for cascades generated by low-energy ion
impact.

Following the collisional and thermalization regimes, the cascade region
still exhibits a considerable degree of damage. Over the course of time, this
damage may be healed by diffusional processes, or by the action of other
incoming ions or atoms (e.g., in ion-assisted growth). The rate of further
evolution is a strong function of the experimental conditions, but will typi-
cally take place on a timescale which is not amenable to direct atomic-scale
simulation. As a result, the primary foci for atomistic simulation of ion-
beam processes are the collisional and thermalization regimes, where the
relevant physics takes place during the first few psec of interaction.

There are three general classes of simulation techniques for study of
atomic-scale structure generated by low-energy ion-solid events. The
simplest, and most widely used for high-energy ion processes, are the Monte

Carlo methods, with the TRIM-based codes 9 providing the best-known examples.
In this approach, a moving particle approaches an initial atom with a randomly
chosen impact parameter. The binary collision approximation, which assumes
that the collision dynamics is dominated by the interaction of only the
closest atom, allows the collision to be treated as a simple binary scattering
event. The impact parameter, the particle masses, and the relative velocity
of the two particles, when combined with an interaction potential, allow
calculation of the scattering integral, which yields the amount of energy
transfered to the solid atom. The ion follows a straight line between sub-
sequent collisions. The angle of deviation in the collision, however, is not
used (in pure TRIM-type simulations) to evaluate the distance to the next
collision. Instead, the solid is assumed to be amorphous, and the distance
and impact parameter for the next collision are chosen randomly based on the
average properties of the solid lattice. (One common technique is to rotate
the lattice to a random orientation, and project the initial ion trajectory
until an impact parameter less than a cutoff value is found.) The scattering
integral for this binary collision is then evaluated, and the procedure
iterated until the kinetic energy of the incoming ion is dissipated.

The previous paragraph describes only the simplest Monte Carlo ion range
simulations. For treatment of cascades, the solid atoms to which substantial
amounts of kinetic energy have been transfered must also be followed, as they
can produce secondary cascades. To obtain the lateral extent of a cascade,
more information about the lattice structure and deflection angle of the
collisions must be included in the simulation. Evaluation of the extent of
permanent damage is accomplished by identifying an average 'displacement
energy' for formation of an interstitial-vacancy pair. In all cases, however,
Monte Carlo simulations are essentially pragmatically defined stochastic
descriptions with limited basis in first-principles. They provide reasonable
accuracy for the collisional regime of high-energy ions because the various
approximations applied to the collisions apply there and a given ion ex-

* periences a large number of collisions. Thus treating each collision as a
fstatistical average is reasonable, and a highly refined empirical fitting

process has been developed over several decades. In the low-energy regime,

I
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however, essentially all of the approximations used in development of Monte
Carlo techniques break down. As a result, it is not reasonable to blindly
apply this class of simulation to low-energy ion-solid processes. In addi-
tion, Monte Carlo techniques are incapable of treating the thermalization
regime. Despite these limitations, these are the most commonly used proce-
dures at this time.

A significant refinement of the Monte Carlo techniques is sometimes
called the binary-collision lattice technique. The best-known code of this

type is probably MARLOWE. 10 These techniques follow the Monte Carlo proce-
dures, save for two factors. First, rather than assuming an amorphous
lattice, the actual lattice of the solid determines the trajectories of the
incoming ions. Second, the angle of deflection is calculated in each binary
collision. The trajectory through the lattice is then followed from collision
to collision throughout the lattice until the kinetic energy is dissipated.
The result is a deterministic calculation of the ion trajectory and the cor-
responding cascade, fixed by the crystal lattice, interaction potential, and
the initial beam trajectory. Much of the stochastic nature which is the
downfall of the Monte Carlo techniques is absent in these binary-collision
lattice simulations. This procedure is more accurate for range calculations,
because lattice effects, such as channeling, are included. It also provides a
more natural description of cascade structure, since the lateral evolution of
the cascade is included naturally. However, the treatment of lattice damage
is still probablistic in nature (based on an average displacement energy), the
collisions are still assumed to be binary in nature, and the moving particle
is assumed to travel on straight lines between these binary collisions. All
of these assumptions are questionable in the low-energy regime. Again, the
thermalization process cannot be properly treated by this class of techniques.

11
Finally, the molecular dynamics techniques provide a description of

ion-solid processes as accurate as the description of interactions between the
various parts of the system. In this approach, the Newtonian equations of
motion of the individual atoms are integrated in time to obtain the actual
trajectory of the entire system through phase space. (For beam energies above
10 eV, the deBroglie wavelength of an ion is several orders of magnitude less
than interatomic spacings. The classical trajectory approximation is there-
fore justified.) This is a wholly deterministic procedure, and naturally
includes lattice damage, collective effects of the solid, and simultaneous
interactions amongst several particles. In principle, then, the molecular
dynamics techniques are the ideal approach toward low-energy ion-solid process
simulation, including both the collisional and thermalization phases. The
difficulty is that these techniques are orders of magnitude more difficult to
carry out from a computational viewpoint. As a result, only a handful of such
simulations have been performed at this time.

In this section, three general classes of ion-solid simulations were
outlined. Application of these techniques requires various approximations
which are perhaps reasonable (at least on average) in the high-energy regime,
but which appear likely to fail at low ion energies. The amorphous solid
approximation does not even include particle channeling, which is a common
effect in the high-energy regime. The binary collision approximation is
likely to break down at low energies, where the distance of closest approach
is not dramatically smaller than interatomic distances on average. In addi-
tion, inelastic interaction with collective modes of the solid can become a
dominant influence at low beam energies. The approximation that trajectories

Lare straight between collisions is seriously wrong when the kinetic energy is
within an order of magnitude of binding energies in the solid. The statisti-
cal approach toward generation of lattice damage is questionable when an ion
interacts with only a small number of atoms before thermalizing. Most of the
above approximations can be avoided in molecular dynamics simulations.I

1I
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However, choice of appropriate interactions between the atoms of the solid,
and between those atoms and the incoming ion, will always represent a sig-
nificant approximation. The description of these interatomic interactions
defines the fundamental physics controlling the ion-solid processes. Various
approximations used to describe these interactions are described in the fol-
lowing section.

ENERGETICS OF LOW-ENERGY ION-SOLID INTERACTIONS

The overall interaction of an energetic ion with a solid results from a
complex combination of electronic and nuclear (collisional) interactions.
Contributions from electronic interactions include the classical Bohr stopping
power, in which kinetic energy is lost to the work required to displace a
stationary electron gas, particle-hole creation, excitation of plasmons,
charge transfer reactions, and related effects. A classical image charge
interaction with the surface may also be present. The nuclear interactions,
which are usually treated as interatomic potentials, include the ion-solid
interaction potential as well as the solid-solid atomic interaction potential.

Fully accurate treatment of all these interactions poses an extremely
difficult problem. Fortunately, in any given energy region, some factors of
the overall interaction dominate. In the high-energy regime, for example, the
usual approximation is that the ion-solid interaction potential is a sum of
purely repulsive pairwise screened Coulomb potentials between the cores of the
interacting particles, combined with exchange and correlation energies based
on a simple density-functional model and superposition of static charge den-
sities. (An example is the widely used "universal" nuclear interaction

12
potential developed by Ziegler, Biersack, and Littmark. ) The electronic
interaction is often treated by invoking an electron-density and velocity-
dependent "frictional force", which is primarily due to the Bohr stopping
power. Factors which are generally ignored in this limit are the image poten-
tial, the interaction between the atoms of the solid, and the various
localized electronic excitations.

The interactions appropriate for the low-energy regime differ con-
siderably. At low energies, the Bohr electronic stopping power is very small,
and can usually be ignored; however, the image potential, charge exchange
reactions, and the localized electronic excitations can be quite important.
The repulsive nuclear ion-solid interaction used in the high-energy regime is
also inappropriate for low-energy interactions, because there can be time for
atomic polarization and chemical bonding effects to provide significant at-
tractive interactions. It is also necessary to include solid-state bonding in
the target, as the ion trajectories and rate of energy transfer to collective
excitations of the solid lattice can also be significant for low-energy ion-
solid processes.

In order to model low-energy ion-solid interactions with any of the
atomic-scale simulation techniques, tractable approximations for the dominant
scattering mechanisms are necessary. The primary difficulty is presented by
the ion-solid nuclear and image potentials. In both cases, the high-energy
formalism assumes that the ion-atom interaction -time is short enough (or
equivalently, the ion approaches the surface quickly enough) that redistribu-
tion of the valence electrons does not take place. As a result, at
sufficiently high beam energies screened Coulomb potentials provide an ade-
quate description of the ion-atom interaction, and there is little or no image
potential.

If the ion is moving slowly enough, however, the high-energy formalism
breaks down. In the limit of very slow motion, both the ion-solid and the
image charge interactions should be treated as adiabatic processes using theI-
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Born-Oppenheimer approximation. In adiabatic interactions, the electrons are
always in stationary eigenstates of the current nuclear configuration. As a
result, chemical bonding interactions will form, and methods developed for
treatment of chemical and solid-state bonding are appropriate for obtaining
the ion-solid potential energy surface describing the collision dynamics.
Similarly, the polarization of the valence electrons which is responsible for
the image potential also has time to develop, and the conventional description
in terms of the dielectric constant of the solid is appropriate in this limit.
Note that in both high-energy and extremely low-energy processes these effects
depend only on the instantaneous positions of the interacting atoms.

NONADIABATIC EFFECTS IN LOW-ENERGY ION-BEAM PROCESSES

In the low-energy regime, the system may not have time during the
residence period to fully attain the adiabatic limit. Some degree of
electronic redistribution, which may perhaps be described as formation of
nascent chemical bonds (which we may term 'protobonds' or 'protobonding inter-
actions'), should occur during the interaction, but the adiabatic (or
equilibrium) bonding configurations may not have time to form. (Equivalent
statements apply for the image potential.) In this situation, the nature and
strength of the ion-atom nuclear interaction will depend not only on the
present positions of the particles, but also on the relative velocity and past
trajectories of the ion-atom pair. In this intermediate energy range, then,
the ion-atom interaction must be treated using a velocity and history-

dependent descriotion.
13

The crossover energy between the high-energy and adiabatic beam energy
regimes can be estimated by comparing the timescale for development of bonding
interactions with the ion-atom residence period. A typical residence period
for low-energy ions is several femtoseconds. It is very difficult, however,
to calculate the timescale for formation of protobonds within a time-dependent
quantum-mechanical framework. Because of this, several relevant semi-
classical estimates are considered, which together establish a qualitative
lower limit on the timescale for formation of significant bonding interac-
tions. The uncertainty principle can be used to determine if there is
sufficient residence time for bonding interactions to be physically meaning-
ful., From the energy-time uncertainity relation, the residence time required
to make bonding interactions physically meaningful is about 0.5 fsec.
Protobond formation during low-energy ion-atom encounters is thus meaningful
within a quantum-mechanical framework.

Formation of protobonds within the residence period also requires that
the electrons move fast enough to redistribute within the residence period,
and that the force on the electrons from the forces driving the formations of
the protobonds be large enough to drive the redistribution on the same times-
cale. The first condition requires that the ion be moving much slower than
the Fermi velocity, which for metals and semiconductors is generally about two
orders of magnitude higher than low-energy ion velocities. The second condi-
tion requires that the bonding force on the valence electrons be large enough
to cause the electrons to drift on the order of 1 A during the residence
period. This force is on the order of AE/Ax, or about 1 eV/A. Upon integra-
tion, the time required for an electron distribution to drift IA in a field of
this magnitude is about 0.3 fsec, again very small compared to the residence
timescale.

These independent semiclassical estimates agree in that the timescale for
redistribution of valence electrons, and hence formation of bonding interac-
tions, is potentially sub-femtosecond. (Note again that formation of
adiabatic bonding configurations may take a considerably longer period. Only
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the initial stages of redistribution of the valence electrons in the dynami-
cally modified nuclear potential are considered here.) Since the residence
period for low-energy beam particles in a lattice is generally several fem-
toseconds, it appears possible that there is an important regime (probably
below a few hundred eV) in which non-adiabatic (and hence velocity and
history-dependent) bonding interactions can influence beam-solid interactions.

It seems clear that non-adiabatic nuclear interactions may result from
dynamic redistribution of the valence electrons during low-energy beam-solid
processes. It is not immediately clear, however, that these effects will have
a significant influence on the overall nature of the beam-substrate interac-
tion. This question has recently been examined by the present author using
molecular dynamics simulations of beam-solid interactions in the two extreme

limits (non-bonding versus adiabatic bonding). 13 A neutral Si beam normally
incident on a (2xl) reconstructed Si(l00) substrate was chosen for study.
Beam energies of 12.5 eV, 50 eV, and 200 eV were considered to study the
effect of bonding interactions over a range of velocities. A random distribu-
tion of impact positions was chosen so that the effect of uncharacteristic
initial conditions could be eliminated. The interaction between the substrate

atoms was treated in both limits using an empirical many-body potential
14 ,

which provides a natu-al description of cascade processes, vibrational excita-
tion, and other effects due to the incoming beam particles. The non-bonding
ion-solid interaction was modeled using the Ziegler, Biersack, and Littmark
"universal" nuclear interaction potential. The adiabatic ion-solid interac-
tion is described using the same semiempirical many-body potential as used to
describe the solid-solid atomic interactions.

These simulations revealed very significant differences between the
bonding and non-bonding ions. For example, the average penetration depth of
the 12.5 eV non-bonding ions is 10.5 A, compared to 2.8 A for the case of
adiabatic bonding. At beam energies of 12.5 and 50 eV, energy loss is sub-
stantially more rapid for the bonding ions than for the non-bonding ions. At
200 eV, however, the energy loss is similar for the two cases. This is be-
cause the beam energy in this case is much larger than the characteristic
bonding energies.

Figure 1 shows examples of collision cascades resulting from identical
initial configurations for non-bonding and bonding ions at 12.5 and 50 eV.
Major differences appear as the simulation conditions are varied. First, the
trajectory of the non-bonding ions is only slightly deflected by interaction
with the substrate atoms, whereas the bonding ions follow a strongly curved
path through the substrate. This is a simple consequence of the strongly
directional covalent bonding active in the latter case. For the same reason,
the cascade resulting from the non-bonding ion extends far into the substrate,
but has moderate lateral extent and density, whereas the bonding ion produces
a cascade restricted to a region near the surface, but having a larger lateral
extent and density of displaced atoms (this is best seen in the 50 eV
simulations). Another interesting feature of the bonding ions is that the
number of displaced atoms is a strong function of the beam energy, with only 3
atoms displaced at 12.5 eV, but 16 atoms displaced in the 50 eV event, despite
the fact that the total energy deposition is similar in both cases. (The
kinetic energy lost by the 50 eV non-bonding ion during penetration of the
substrate lattice is 11.3 eV in this example.) As a result, the beam energy
should affect low-energy ion-solid processes not only by varying the available
energy, but also by controlling the ion-substrate coupling. As a result, beam
energy could take on a new importance in optimization of very-low-energy ion-
beam processing.

The simulations presented above establish that the effect of an ion beam
on a surface depends strongly on the nature of the interaction of a rapidly
moving ion with the substrate atoms. The nature of the interaction should
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(a) NON-BONDING ADIABATIC BONDING

(b) NQ 1i ADIABATIC BONDING

Figure 1. Collision cascades produced in a Si(lO0) substrate by a very-low
energy neutral Si ion at normal incidence. The impact location is the same
for all examples shown. The beam energy is 12.5 eV in (a), and 50 eV in (b).
The cascades marked "non-bonding" result from use of the universal nuclear

potential of Ziegler et. al.
12  

to describe ion-atom interactions, whereas

those marked "adiabatic bonding" use an empirical many-body potential l
1 forion-atom interactions. In all cases, the substrate atoms interact via this

many-body potential to accurately include the effect of lattice vibrations.
The distinction between the non-bonding and adiabatic bonding ion-atom inter-
actions is clearly seen.
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change with relative velocity of the interacting particles, from nearly
adiabatic bonding at the low end of the low-energy regime to repulsive
screened Coulomb potentials at the high end. As always, the intermediate
regime is the most difficult to treat, Preliminary efforts have been made by
various groups toward a time-dependent quantum description of ion-atom inter-

actions in the non-adiabatic energy regime.
15 

Although this area of research
is progressing rapidly, simulations complex enough to treat the non-adiabatic
interactions described in the present paper are apparently beyond the current
state-of-the-art.

EXAMPLES OF LOW-ENERGY MOLECULAR DYNAMICS SIMULATIONS

In this section, some low-energy beam-solid simulations which are repre-
sentative of the current status of the molecular dynamics technique are
presented. There are two main areas being studied at this time, concentrating
either on ion-beam processes which are not amenable to experimental study or
on the problem of identifying appropriate interaction potentials by comparison
with relevant experimental studies. Both types of efforts have produced
encouraging results.

Many studies have been made of processes which are difficult or impos-
sible to study experimentally. An obvious problem of this type is ion-beam
deposition, in which the relevant physics takes place primarily on a psec-nsec
timescale. The ion-beam deposition of Lennard-Jones atoms on a two-
dimensional substrate over a range of incident kinetic energies has been

simulated by Muller.
16

,
17 

He found that, whereas thermal deposition processes
carried out at very low substrate temperatures yielded a spongy, porous
microstructure, beam energies equivalent to a few eV were sufficient to drive
formation of a nearly perfect epilayer (Figure 2). Similarly, in the case of
ion-assisted deposition (ion bombardment simultaneous with thermal
deposition), small beam energies were found adequate to greatly improve the
epilayer microstructure. It is certainly possible that, in this particular
system, the porous microstructure of the thermally deposited epilayer may be
an artifact of the extremely short timescales available for structural relaxa-
tion in molecular dynamics simulations. The qualitative effect of the
incident kinetic energy of the impinging atoms however, is probably valid for
general systems.

More commonly, the initial stages of the low-energy ion-solid interaction
are studied using molecular dynamics techniques. Simulations of the interac-
tion of low-energy (<50 eV) neutral Si beams with a (111) silicon substrate

have recently been carried out by the present author.
18

,
19 

The interactions
amongst the substrate atoms and between the ion and the substrate atoms are

treated using an empirical many-body potential14 which captures the essence of
the covalent solid-state bonding. (The tacit assumption of fully adiabatic
bonding was made here. This is probably reasonable in this very-low energy
regime.) In the case of near-normal incidence, both the range of the ions and
the extent of lattice damage were found to be greater than expected from the
conventional Monte Carlo or binary-collision lattice models. The extended
range is caused by interactions which efficiently steer the ions into lattice
channeling directions, allowing deeper penetration than expected. The in-
crease in lattice damage has at least two sources. First, the range of the
potential combined with the collective response of the lattice produces a
near-surface region in which the cage effect of the surrounding atoms is less
than expected by the simple displacement energy description. Second, the
highly directional nature of covalent bonding produces more effective coupling
between the kinetic energy of the ion and a given substrate atom. The overall

lk
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(a)

(b)

Figure 2. Molecular dynamics simulation of growth of two-dimensional Lennard-
Jones crystals. The kinetic energy of the beam atoms is a) 0.05c, b) 0.3c,
and c) 1.5c, where e sets the scale of the binding energy. [Roughly, a)
corresponds to thermal deposition, and b) to =10 eV beam deposition.) The
influence of added kinetic energy is clearly shown, with beam deposition
resulting in growth of material having nearly the ideal crystal density.

~Sol1
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Figure 3. The surface channeling trajectory of a 40 eV silicon atom incident
at an angle of 10" on the Si(ll) surface. The perpendicular momentum of the
beam atom is lost by inelastic generation of collective substrate excitations,
causing the beam atom to be trapped at the surface. The resulting trajectory
is nearly parallel to, and about 2 A above, the surface of the substrate.
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picture resulting from this study is very different from that suggested by the
stochastic simulation techniques.

Grazing incidence trajectories were also studied.19  In these, incoming
neutral Si ions were directed at grazing (3-30*) angles of incidence along the
(110) rows of atoms on the substrate surface. Again, all interactions were
described by the empirical many-body potential. At larger angles of in-
cidence, the ions were found either to scatter off the surface or stick near
the impact site. As the incidence angle is reduced, however, the vertical
momentum is absorbed by phonon-mediated inelastic interaction with the sub-
strate, and the ion is steered into a trajectory parallel to and above the
substrate, where it is trapped by the chemical bonding between the ion and the
substrate atoms (Figure 3). Ions following these 'surface channeling' trajec-
tories experience very little energy loss, and can travel large distances
(hundreds of A) from the point of impact. A closely related effect was
recently observed experimentally for low-energy K ions incident on a Si sub-

20
strate.

A problem of considerable importance to the plasma/wall interactions
which limit the performance of some types of fusion research devices is that
of low-energy hydrogen reflection from metal surfaces. Experimental study of
this phenomenon is extremely difficult at energies below 100 eV, which is
perhaps the most important regime for the applications of interest. In

response to this need, Baskes 21 has studied reflection of neutral H ions from
a (100) nickel surface for ion energies from 0.1 to 100 eV. The Ni-Ni and the
H-Ni interactions are treated within the framework of the embedded atom
method, which is a semiempirical many-body potential with an excellent record
of success in treating fcc metals. In the absence of chemical interactions,
one expects that the reflection coefficient will go to unity at very low
energies. In contrast, the EAM simulations predict that the reflection coef-
ficient goes to zero, consistent with a finite chemical binding energy. The
effect of the many-body surface bonding effects begins to appear at ion
energies of about 10 eV in this system (Figure 4).

Another interesting study has recently been performed by Garrison and
22 23coworkers , who studied the use of the embedded atom method in calculating

sputtering from metal surfaces, in particular Rh and Cu sputtering driven by 5
keV Ar ion bombardment. (Although the beam energy is considerably above the
low-energy regime, the atomic interactions within the substrate which lead to
sputtering generally occur at much lower energies.) The primary result of
including the many-body interactions is to approximately double the energy of
the peak of the energy distribution, and to increase the size of the high-
energy tail (Figure 5). They find that the energy and angular distributions
predicted by molecular dynamics simulations are in agreement with the relevant
experimental data, although the form of the EAM interactions had to be ad-
justed to obtain this result. This provides a clear example of the need to
include many-body interactions to accurately model low-energy ion-solid
processes.

SUMMARY

In this review, we have attempted to establish that there is a physically
defined low-energy regime for ion-solid processes. This regime is distin-
guished from thermal adsorption processes by having incident kinetic energy
greater than typical chemisorption energies, and from the high-energy ion-
solid regime by the breakdown of the 'soft-sphere' and binary collision
approximations. These considerations establish a low-energy regime from about
10-1000 eV, in which collective excitations of the crystal lattice, many-body
effects, and ion-solid bonding interactions cannot be safely ignored. The
primary atomic-scale simulation techniques applied to high-energy ion-solid

WC
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Figure 4. Probability of hydrogen reflection off a Ni(lO0) surface as a

function of incident energy. The solid line represents a many-body treatment,

whereas the dashed line is the result of a TRIM-type Monte Carlo code. Below

an incident energy of about 10 eV, major differences in reflection coefficient
appear.
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Figure 5. Energy distribution of sputtered atoms from a Cu(Ill) surface
bombarded with 5 keV Ar ions. The two-body interaction is a Moliere core
combined with a chemical Morse potential, whereas the many-body interaction is
based on the embedded-atom method. When many-body interactions are included,
the peak in the distribution shifts to higher energies, and the high-energy
tail is much larger than for pairwise interactions.
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processes were described, and their shortcomings for the low-energy regime
were outlined. Even though the best founded technique is clearly molecular
dynamics, there remain fundamental problems concerning appropriate potentials
for this non-adiabatic regime. The many-body and non-adiabatic effects are
not yet well understood. As a result, atomic-scale simulations of low-energy
ion-solid interactions should not yet be regarded as routine tools, but rather
as active objects of research in themselves.
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THE SPECTROSCOPY AND SURFACE CHEMISTRY OF
METAL-ALKYL MOLECULES
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Microelectronics Sciences Laboratories, Columbia University,
New York, NY 10027

ABSTRACT

Metal-alkyl molecules provided an early source molecule
for photodeposition of metal. They continue to be of interest
for patterned and unpatterned laser deposition and for contact
formation on compound semiconductors. This article provides a
brief review of what has been learned about the surface photo-
physics of this class of molecules based on several years of
study with UV and IR absorption spectroscopy, UHV surface
analysis, and thermal and photodesorption mass spectroscopy.

INTRODUCTION

Some of the earliest demonstrations of both the funda-
mental chemistry and practical applications of laser chemical
processing techniques involved photofragmentation of rela-
tively simple metal-alkyl molecules (1-5]. For example, laser
direct writing of metal lines (1] and direct doping of com-
pound semiconductors were first demonstrated [2] with two
related organometallics, e.g. dimethylcadmium (DMCd) and
dimethylzinc (DMZn). Both of these molecules were also used
in the first demonstration of additive mask repairs [5], and
circuit testing and restructuring (6]. Metal alkyls were
attractive sources because they are easily fragmented in the
medium UV with readily available pulsed and UV laser sources.

The photochemical processing techniques utilizing these
molecules involve a complex series of heterogeneous chemical
processes. For example, in the photodeposition of metal films
most metal atoms in a deposition result from photolysis of
either gas-phase or physisorbed species. On the other hand,
the patterning or spatial resolution of the process results to
a large degree from photolysis of chemically adsorbed
molecules [7,8].

Metal alkyls form an excellent class of model compounds
for investigating interfacial phenomena. Metal-containing
parent molecules appear in both the divalent and trivalent
forms with a variety of substituted ligands (e.g. DMCd, DECd
and TMAl), allowing the effects of various molecular proper-
ties to be studied. Their ultraviolet spectra occur in the
near-to-medium ultraviolet and exhibit scientifically useful
shifts from one member of a sequence to another. The vapor
pressures of most compounds at room temperature are in the
range where both gas and adsorbed phases can be conveniently
studied. Finally, their molecular structure is simple enough
to allow clear physical interpretation.

iMe. R". S". Sym.q Poc Vol. In. IWO KM k ft"Mch Socy

i



46

In this review, we will attempt to summarize briefly what
has been learned about the interfacial photochemistry of
metal-alkyl molecules. The review will concentrate on results
with dimethyl-metal alkyls [9]. In addition, we will focus on
discussing work in the authors' laboratory. The paper will be
divided into four sections: a brief review of the experi-
mental techniques used, a description of gas-phase photo-
chemistry, a summary of what is known regarding the photo-
physics and structure of the physisorbed layers, and finally
more recent studies of the chemisorbed phase.

EXPERIMENTAL TECHNIQUES

The study of the photochemistry of metal alkyls has
relied on the. use of an array of standard and novel
experimental techniques. For the gas phase, the approach has
been to use ultraviolet and infrared spectroscopy for the
studies of basic molecular structure, and to rely on metal-
atom resonance-line-lamp absorption for the study of metal-
atom transport and lifetime. In addition synchrotron-radi-
ation-induced dissociation has been used by Yu, &t Al [10] to
probe the very diffuse emission from monomethyl fragments
[11]. Finally, Chu, t al f[11] have used infrared fluor-
escense to detect vibrational excitation in methyl ligands
following pulsed excimer dissociation.

Surface studies have more often required the development
of new techniques. For spectral measurements involving
physisorbed layers, the central experimental problem is to
distinguish a rather small surface signal from the strong
absorption in the gas overlayer that is necessary to maintain
the film on the surface [12]. In the case of ultraviolet
absorption surface spectroscopy, we solved this problem by
using multiple, flat, adsorption surfaces and spacing these
surfaces sufficiently closely that the absorbing gas path
between the windows had an optical depth smaller than the
optical depth of the physisorbed layer (13]. For infrared
spectroscopy on surfaces, we have used monolayer-sensitive
total-internal-reflection spectroscopy (14]. The evanescent
wave of the multiple-reflected infrared beam preferentially
samples the adsorbed layer. For our experiments, the total-
internal-reflection element was silicon. However, the
composition of the surface was reliably chemically altered to
study adsorption on SiO2 and hydrogen-passivated surfaces.

For chemically-adsorbed molecules, the relatively high
heat of adsorption permits experimentation in an UHV ambient.
As a result, it is possible to use standard UHV analysis
techniques such as XPS and Auger spectroscopy [15]. In addi-
tion, we have developed a sensitive single-pass adsorption
technique to look at adsorption on a single surface of trans-
parent material [16]. The simplicity of the optical path
allows significant in uitu surface preparation. We have also
used the total-internal-reflection technique mentioned above
since it is sensitive to even submonolayer molecular cover-
ages. Finally, *we have recently begun the study of the
thermal desorption and the photofragmentation of the adsorbed
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molecules using an SiOz-covered silicon substrate on a
heatable holder and an in B= mass spectrometer. A summary
of the techniques used for the experiments reviewed here is
shown in Fig. 1.

,/

Ch

x~s

Fig. 1. Different techniques used for the study of adsorbed
molecules.

MOLECULAR STRUCTURE AND ULTRAVIOLET SPECTRA

At first glance, the multiplicity of atoms (nine) and
electrons (-100) in the dimethyl metal molecules would seem to
make understanding of the metal-alkyl vibrational and elec-
tronic spectra a formidable task. However, to a high level of
approximation, the electronic states of these species can be
understood upon consideration of only the four outer electrons
which are active in the bonding process. In particular, all
three of the Group IIb metal atoms, Zn, Cd, and Hg, have a
compact core and two outer s electrons with relatively large
radii. Only these outermost valence s electrons are involved
in the bonding process. For the methyl groups, the four
valence electrons of carbon occupy four tetrahedral hybrid
sp orbitals. In the metal alkyls, hree of them are fixed
as C-H bonds. Only one of the sp hybrid orbitals bonds
with the metal atom.

Within this four electron approximation, these dimethyl
metal alkyls resemble closely the case of the simplest
polyatomic molecules: metal dihydrides with four active
electrons, that is, BeH, MgH 2, ... , CdH 2 , HgH 2 . As
pointed out by Walsh, [17] these four-electron dihydrides
should be linear in their ground state and bent in their first
excited state. This four-electron picture has been verified
by an ah jnjl calculation of the electron structure of the
ground state of dimethylcadmium.

According to the above model the dissociation process
occurs as follows (see Fig. 2) [18]. Excitation of the mole-
cule to the first excited state, results in *-he immediate
production of a bent "quasitriatomic" molecule. The excited

4
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molecular orbital a * is made of, essentially the outer s
atomic orbital of the metal atom and electrons in one of the
tetrahedral orbitals of the methyl groups. Since one of the
valence bonds is broken, the molecule will disintegrate
immediately into a monomethyl molecule in the ground state and
a methyl radical. Notice that since the excited DMCd molecule
is highly vibronically excited and the binding energies of the
monomethyl molecules are very small (less than 6 kcal/mol),
complete dissociation of the monomethyl occurs as well. The
second excited state, which is linear, contains a nonbonding,
excited 1 orbital. Thus, the metal atom behaves just as a
column I atom; for example, Ag. Consequently, the molecule
will disintegrate immediately into a monomethyl molecule in
its excited state and a methyl radical. The potential surface
of this excited state will have a saddle point and two
troughs, and a structured continuum can be observed in the
absorption spectra, since the lifetime of the excited state is
longer than a vibrational period. Finally, the electronically
excited monomethyl molecule, in either the 211, or 2 3/2 state
will radiatively decay to the ground state. This has recently
been observed by Yu, St &1 (10).
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PHOTOPHYSICS IN THE PHYSISORBED LAYERS

The infrared and ultraviolet spectroscopic studies of the
physisorbed layers illustrate different aspects of the photo-
physics of the physisorbed molecular layer. In particular,
the infrared studies are most useful for determining the
hermodynamics and molecular environment for the adsorbed

molecules. The ultraviolet measurements directly address the
question of the UV absorption spectra.

Regarding the infrared studies of the physisorbed layers,
Fig. 3 compares the IR spectra of both the gas (done by
conventional FTIR absorption spectroscopy) and adsorbed DMCd
in the region of the CH stretch frequency (14]. As can be
seen, the spectral features are very similar for both the gas
and physisorbed state except that, as might be expected, the
rotational motion is quenched upon adsorption, and some
narrowing of the rotational envelope is seen.

Fig. 3. FTIR absorption
spectra of gas phase and
adsorbed DMCd. The trans-

b mittance scale for each
spectrum is different in
this figure. Intensities
were normalized to the peak
intensity of each trace
(a) Gas-phase spectrum path

Torr (b) IR spectrum of
C chemisorbed species, back-~ground pressure lXl0" torr

(c) IR spectrum of physi-
sorbed species, ambient DMCd
pressure 30 torr.

32CO 3000 2500 2600

V' Oen umberS

Ir. addition, infrared spectral changes are observed as
the ambient DMCd pressure is varied. As illustrated in Fig.
4, the frequency of each vibrational band is seen to red-shift
gradually from the gas-phase absorption frequency at low
coverages toward that exhibited by the liquid state at higherj multilayer coverages. The magnitude of the red-shiftsi .
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Frequency Shifts

Fig. 4. A plot of the
absorption frequency

2960 0000 as a function of ambi-
ent DMCd pressure for

2940 all three vibrational
bands in the spectrum

20gI of the physisorbed
0 . . .. .species. The band

.. .. * + positions gradually
zgo0 red-shift from theI gas-phase absorption

- 2U0 frequency at lowF coverages toward that
exhibited by the

2 6 
2 110+1,3 liquid state at

0 , i0o0 pressures near the

24 6 0  
14 is 22 26 30 34 vapor pressure.

Pressure (torr)

measured in the present experiments (=20cm- 1 ) is consistent
with that expected for a weakly interacting system dominated
by dispersive interactions. Also, the intensity of each
vibrational band grows with increasing DMCd pressure. This
behavior is reversible with ambient gas pressure except for a
small residual signal which remains upon evacuation to 10
Torr and which is attributed to a non-negligible chemically
adsorbed film. The intensity development of the 2v1O + V13
combination vibration lags behind that of the fundamental
stretching modes at higher surface coverages (p>15 Torr).

Isotherms of the v 5 absorption intensity, which can be
related to total molecular surface density versus ambient gas
pressure, are presented in Fig. 5 for measurements at various
temperatures. Similar plots were obtained for the other
vibrational bands observed in the DMCd spectrum. Near the
vapor pressure of dimethylcadmium (35 Torr at 250 C), the
adlayer signal increases dramatically, indicating the
incipient formation of the condensed liquid. At a given gas
pressure, the measured absorption intensity decreases abruptly
with increasing surface temperature, as expected for physi-
sorbed molecules. By analyzing the integrated absorption
intensity as a function of substrate temperature at constant
gas pressure, the energy of this adsorption process was
determined to be approximately 9 kcal/mole, which is in close
agreement with the heat of vaporization of liquid DNCd. The
loss of intensity from the rotational wings of the v
perpendicular CH stretching vibration arises as collisions and
dephasing interactions between molecules on the surface
broaden the individual rovibrational transitions which are
resolved in the gas phase.
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Fig. 5. Isotherms of absorption intensity versus ambient DMCd
pressure for the v 5 absorption band. These data were
obtained at 28, 34 and 420 C, and they can be shown to yield
a heat of adsorption of 9 kcal/mol.

Recently, infrared measurements have shown that the
degree of physisorption is sensitive to the nature of the
substrate. For example, on carefully hydrogen-passivated
silicon, the number of physisorbed molecules is very small.
We believe this effect stems from the fact that physisorption
occurs primarily on the sites of chemisorbed molecules, which,
as we will show below, adsorb negligibly on passivated
silicon. The opposite of this behavior, which causes an
enhancement of both the physi- and chemisorbed molecular
densities, is seen on surfaces containing metal. Similar
effects were observed previously in a system involving
trimethylaluminum on alumina (9].

The changes in the ultraviolet spectrum upon molecular
physisorption are more pronounced than in the IR. Figure 6
shows, for example, the ultraviolet spectra of physisorbed
DMCd [13]. Notice that both of the gas-phase bands mentioned
above appear to have coalesced into a single feature, indi-
cating significant shifts and broadening in the energy levels
of the adsorbed molecules. The peak optical cross section of
the adsorbed molecules is, however, comparable to that of the
B state of the gas phase.

- I
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Fig. 6. IV spectrum of physisorbed DMCd on fused silica.

For most practical applications it is also important to
know the yield for surface photodissociation. Unfortunately,
very little data has been gathered on the yield for physi-
sorbed molecules. However, we do know from the more practi-
cally oriented studies of photodeposition, that photodisso-
ciation can occur in physisorbed molecules; in fact in some
cases it may dominate the photodeposition process [19].

PHOTOPHYSICS AND THE NATURE OF THE CHEMICALLY ABSORBED LAYERS

The possibility of studying the chemically absorbed layer
under UHV conditions has led to a more precise understanding
of its physical properties. The two most basic questions to
be answered are 1) What is the species of the chemisorbed
molecule? and 2) What is the site at which chemisorption
occurs?

First, regarding the nature of the adsorbed molecule,
recent experiments using thermal desorption spectroscopy (TDS)
have confirmed that the molecule leaving the surface has the
same mass spectrum as that of DMZn. This result is also
supported by the strong similarity between the infrared
spectroscopy of the physisorbed layers with that of the
chemisorbed layer (see Fig. 3), although the latter evidence
cannot be regarded as convincing because of the strong binding
within the methyl ligand.

Second, the degree of adsorption of the DMCd molecules on
the various substrates that we have investigated can be used
to help identify the sites on which the molecule adsorbs. In
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particular, we have found, using IR spectroscopy, that chemi-
sorption does not occur on hydrogenated silicon but instead
appears to correlate well with the amount of oxide on the
surface (see Fig. 7). Further, UV spectroscopic studies on
fused silica substrates have shown that the amount of absorp-
tion is also controlled by the extent of preheating of the
silica surface [16). As shown in Fig. 8, preheating temper-
atures of -500 0 C, are sufficient to reduce by 1/4 the amount
of surface adsorption on the silica. This result correlates
well with the known thermal removal of hydroxyl surface
radicals with temperature. Hydroxyl radicals are formed
readily on an oxide surface through the reaction with ambient
water. The preheating results indicate that the primary
absorption site is these surface OH groups and not the simple
oxide sites. Infrared measurements have shown that the
hydroxyl peaks disappear (or possibly broaden into the back-
ground noise) after the chemisorption of DMCd. Again this
result is consistent with chemisorption on an OH site.

Chemisorption

PM/" Physisorption

/\ /\ /\ Fig. 7. IR spectra of
o both chemisorbed and
0 ,physisorbed DMCd on an

Chernisorption H-passivated silicon
E ,surface and on an oxi-

dized silicon surface.

hysisorption

3200 3000 2800 2600
Wovenumbers

The TDS measurement alluded to earlier can be used to
determine the strength of the adsorption bond. For both DMZn
and DMCd the bond energy found in this way is approximately
I eV. Further, it is found that absorption will reoccur
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after thermal desorption has taken place. Both of these
observations are consistent with a mechanism which relies on a
weak bond between the surface OH and the dimethyl molecule.

10

2

C

0-

1() ,\

190 21U 20 250 270 290

Wcvejenc:n ., m)

Fig. 8. Absorption spectra of chemisorbed DMZn molecules on
one quartz surface which had been prepared by baking and
evacuating the surface at (a) 120 0 C, (b) 3000 and (c)
5500 for 24 h. The insert describes the surface concen-
tration of OH groups as a function of the temperature of
thermal treatment. The hatched area is the range of OH
concentration on silica samples measured by previous workers
(Ref. 20). The points are obtained by the present absorption
measurement as described in the text. Since only relative
values of OH density can be estimated in our absorption
measurement, we have assumed, in plotting the points, the OH
concentration at 120 0 C to be equal to the value given in
Ref. 20.

A final aspect of our work on chemisorbed species
concerns its photochemistry. Unlike in the case of the
physisorbed molecules, we now have very good evidence on the
yield and fragmentation pattern of the chemisorbed molecules.
First based on our assumed surface density of the DMCd
molecules, we find that the total cross section for optical
absorption agrees reasonably with that expected from the gas-
phase molecule; oscillator strength in the mid-UV bands is not
lost or gained upon absorption. Second, we used a mass
spectrometer attached to our photolysis chamber to determine
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that the fragmentation following surface irradiation at 193 nm
(ArF) produces only CH3 radicals; gas-phase Cd species are
not seen. Finally we have found that the yield during irrad-
iation is considerably lower than for gas-phase molecules. As
shown in Table 1, irradiation at 248 nm produces little or no
photodissociation. At 193 nm significant photodissociation
does occur but still with yields much less than that seen for
gaseous molecules. This data was obtained both by observing
the disappearance of the CH3 IR spectra and by observing the
instantaneous production of C1 3 fragments with a continu-
ously vacuum-pumped mass spectr3-meter. The former measure-
ment gives a measurement of the integrated photodecrease in
the metal alkyl while the latter provides a "snapshot" of the
photodissociation cross section at a given moment in time.

193 nm 248 nm

DMZn CH3  Nothing

DMCd CH3  Nothing

Table 1. Fragmentation of surface
adsorbed molecules under UV laser
irradiation measured by a mass
spectrometer.

One of the results of these measurements is to show that
the yield for photodissociation is much less than unity, i.e.
-1/20. This small yield may result from quenching through the
OH-DM metal complex to the surface. Note that the quenching
appears to be far more effective at 248 nm, indicating that
the lower lying A state is more amenable to de-excitation than
the B state.

CONCLUSION

In this review, we have presented an overview of the
photophysics of dimethyl metal-alkyls. Through an extended
study of the photochemistry of these molecules, we have
obtained a nearly complete picture of their photophysics at
interfaces on passive surfaces. Important questions do still
remain unanswered. For example, the photochemistry on the
deposited (or even pre-existing) metal surfaces remains
unstudied. In particular, questions remain on the nature of
the chemisorption process on pure metal, the shift in the
dominant alkyl UV spectra as methyl ligands are ejected from
the surface, and, finally, the value of yield on the bare
surface.

We would like to acknowledge support for this work from
ARO, JSEP, and IBM.
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THERMAL AND PHOTOLYTIC DECOMPOSITION OF ADSORBED
CADMIUM AND TELLURIUM ALKYLS

C.D. Stinespring and A. Freedman
Center for Chemical and Environmental Physics, Aerodyne Research, Inc.,
45 Manning Road, Billerica, MA 01821

ABSTRACT

Studies of the thermal and photon-induced surface chemistry of
dimethyl cadmium (DMCd) and dimethyl tellurium (DMTe) under ultrahigh
vacuum conditions have been performed for substrate temperatures in the
range of 133 K to 295 K. Results on GaAs(100) and Si(100) surfaces
indicate that for DMTe, the predominant adspecies, dimethyl tellurium, can
be photodissociated to a metal adspecies at both 193 and 248 nm. For
DMCd, the major adspecies, monomethyl cadmium, is unreactive to photon
stimulation.

INTRODUCTION

Thermal and photon-assisted deposition processes involving
organometallic precursor species are currently being investigated for
II-VI and III-V compound semiconductors.[l] These processes provide the
potential for reduced growth temperatures and increased process
flexibility. Illustrations include reduced pressure laser assisted
chemical vapor deposition (LCVD) of CdTe[2] and ultra high vacuum (UHV)
metalorganic molecular beam epitaxy (MOHBE) of GaAs.[31 These relatively
new deposition processes raise important questions concerning chemical
mechanisms which must be answered if the processes and materials they
produce are to be optimized.

This paper describes ongoing experimental studies[4,51 of the thermal
and photon-induced surface reactions of dimethyl cadmium (DMCd) and
dimethyl tellurium (DHTe). The objectives of these studies are to provide
an understanding of the underlying chemical and physical processes and to
explore novel approaches to CdTe heteroepitaxy. The work focuses on CdTe
heteroepitaxy because of the importance of this material in electro
optical systems.[6] DMCd and DMTe were the first precursor species
selected for investigation because of their inherent scientific interest.
The gas phase photochemistry of DMCd and DMTe has been extensively
investigated; these molecules are known to undergo one photon dissociation
to produce ground state metal atoms.[7-9] This behavior contrasts with
that of trimethyl gallium and trimethyl arsenic which dissociate in the
gas phase via a multiphoton excitation process.[10] The basic questions
we attempt to answer in this study are: i) How do DMCd and DMTe interact
with the surface of a substrate or growing thin film? and ii) Is this
interaction such that single photon (as opposed to multiphoton) processes
can be used to produce metal adspecies and, ultimately, epitaxial CdTe
thin films?

EXPERIMENTAL

The experimental apparatus used in these studies is shown in Figure 1.
It consists of a turbomolecular pumped, liquid nitrogen trapped UHV
reaction cell interfaced to an ion/sublimation pumped UHV analysis
chamber. The diagnostics used in these studies were X-ray photoelectron

Met. A". Sm. Syrup. Prim. Vol. l2. I M9 aterials Resrch $11ocly
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APPARATUS USED In STUDOES
of SEBaCONDUCTOR EPITAXY
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Figure 1. Schematic diagram of the experimental apparatus.

spectroscopy (XPS) and low energy electron diffraction (LEED). The sample
was transferred between chambers using a linear motion feedthrough with
sample heating (1200 K) and cooling (133 K) capabilities. Samples were
exposed to reactive gas species using an effusive molecular beam doser.
For the sample-source geometry used here, the angular distribution of the
effusive beam produced only a nominal 10% variation in exposure over the
analyzed area of the surface. Photon-induced processes were studied by
irradiating the surface with UV photons produced by an excimer laser.
These were introduced through a Conflat mounted HgF2 window (Harshaw).
The wavelengths used in these experiments were 193 n and 248 no. Laser
fluence, controlled using a simple beam expander, ranged from 0.25 mJ cm

" 2

to 2.5 WJ ca
-2 

to minimize the effects of surface heating (<3 K to
30 K)[111.

The samples used in these studies were GaAs(100), SI(100), Si0 2 , and
Au. The GaAs and Si samples were p-type electronic grade single crystal
substrate- provided by Litton and Monsanto, respectively. The SiO 2 sample
was amorphous quartz, and the An sample was a polycrystalline foil
(Alfa Products). In situ sample clsaning involved Ar+ ion etching at 1 kV.
For the GaAs and Si surfaces, this was followed by annealing at 850 K[121
and 1100 K113), respectively, to restore surface order. The DMCd and DMTe
(Alfa), except where noted, were purified using a series of freeze-thaw
cycles.

The XPS analyses were performed using a PHI 15 kV, Mg K. source and
a PHI double pass cylindrical mirror electron energy *nslyzer operated at
a pass energy of 50 eV. The analyzer was calibrated using the Au 4f7/2
photoelectron peak at 83.8 eV. For the Si02 , sample charging effects were
taken into account by referencing the spectra to the Si 2p peak at
103.4 eV. Adspecies coverages were calculated from known values of the
X-ray mass absorption coefficients, electron mean free paths, and peak
intensities using a technique developed by Madey, et ri.[141. Following
Wedler and Klemperer,[151 reactive sticking coefficients were determined
from the slope of plots of surface coverage versus exposure.
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RESULTS

As discussed elseohere[4], XPS analyses of the Cd and To 3d5 /2 peaks
for adapecies on the various substrates led to the identification of three
distinct binding energies for each peak. As an example, Figure 2 shows Cd
3d5/2 spectra for the Si(100) 2x1 surface exposed to DNCd at 133 . The
initial exposure produces a peak at 404.6 eV (FWH - 2.0 eV) which
corresponds well with Cd metal. At higher exposures, the spectrum is
dominated by a monomethyl Cd (MHCd) peak at 405.2 eV. The details of how
this surface reaction product distribution evolves with DMCd exposure are
shown in Figure 3 where Cd adspecies coverage is plotted against DMCd
exposure. From the slope of this plot, the reactive sticking coefficient
of DMCd is found to be -0.1 for the indicated conditions. Under similar
conditions, UMe is found to adsorb as the dimethyl and metal adapecies
with To metal representing a relatively minor component. The reactive
sticking coefficient of DTe on the SI(100) 2x1 surface was found to be
-0.5 at 133 K. Interestingly, while the saturation surface coverage for
the Cd-adspecies at 133 K is -0.7 monolayers, multilayer MHe coverages
may be produced.

Table 1 summarizes the adspecies which have been observed on the
various substrates at 295 K[41 and 133 K. Where multiple adspecies are
observed, the dominant species at high coverage/exposure is listed first.
As indicated, measurements for SiO2 and Au at 133 K are currently in
progress. The measurements of DTe adsorption on Si and SiO2 at 295 K
showed very limited uptake. This was originally attributed to a low DMe
sticking coefficient, but we are currently investigating the possibility
that the DTe used in the original measurements was contaminated by
decomposition products.

Upon irradiation by 193 nm photons, no effect was observed for either
the Cd or the Te metal adapecies. For the monomethyl adspecies,some
desorption (<0%) but no conversion to the metal was observed. For the
dimothyl adapecies, conversion to the metal adspecies (-25% to 75%) and
some desorption (<25%) were observed. The Me adspecies formed on Si and
GaAs at 133 X were found to dissociate to metal adspecies with 248 no
photons. Studies using this wavelength have not been extended to other
adspecies.

C 3d XPS Spxta fDMCd on S! (100) 2xi at 133 K

CIt
MM

(am

nom m m 04 EX Ol •

Eingn Enewg (eV)

Figu e 2. Cd 3Sd!/2 XS spectra for Figure 3. Plot of Cd adspecles
the 3(10) Zx1 surface exposed at surface coverage versus DWCd
133 K to a) 5 x 1014 cm-2 sad exposure for the Si(100) 2x1
b) 6 x 1015 co-2 DCd molecules, surface at 133 K.
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Table 1: Summary of Observed Adspeciesa

Cd-Adspec ies Te-Adspecies

Substrate 133 K 295 K 133 K 295 K

Si(100) MCd + Cd MNCd DMe + 7. MDc
GaAs(lO0) MMCd NHCd Me~ + Te ?fNTe
Sio 2  NbDNCd Nb KDc
Au KbCd NO Te + DNTe

aDominant species at high coverage/exposure listed first.
bK not available, measurement In progress

cND =_ no adspecies detected

The effects of photon irradiation on the dimethyl-adspecies is
illustrated in Figure 4.[5) The lower spectrum shovs the Te 3d5 /2 XPS
peak for Au exposed to DM1. at 295 K. The total adspecies coverage
represented here corresponds to about 0.5 monolayers which is distributed
between the *etal(-60%) and dimethyl (-40%) peaks. The upper spectrum
shows the effects of laser irradiation. Here it say be seen that -80%
of the dimethyl adapecies was converted to metal, -5% was desorbed, and
-15% remained on the surface after irradiation. Further Irradiation by
an additional 5000 pulses did not eliminate the residual diniethyl
adapecies.

To 3d,6 XPS Spectr or DMTe' on Au

Binding Energy (eto

dimethy ~ 58 (573. 57) peak4 The lo57eni 0peka 5 748.Vi8n -a

satellite associated with the To 3d3/2 peak.
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DISCUSSION

The thermal surface chemistry of DMCd and DMTe appears to be quite
diverse. Disregarding the minor channel to form metal adspecies on Si and
GaAs at 133 K (probably due to defect sites), DNCd appears to be more
reactive than DMTe. Simple thermodynamic considerations might argue that
this trend is due to the relatively weak average Cd-carbon bond strength,
36.2 kcal mole[71 compared to 57.5 kcal mole"1 for DMTe[9]. On the other
hand, substrate-metal bond strengths are probably stronger for Te than for
Cd. Furthermore, the increased propensity for dissociation as the
substrate changes from insulator to conductor does not follow any simple
thermodynamic argument. We intend to pursue studies on single crystal
quartz and gold substrates as well as n-doped semiconductors to further
investigate this trend.

The photochemistry results are important for several reasons. First
they demonstrate that species present on the surface in the dimethyl
chemical state can be photodissociated. This finding is critical to the
success of any CdTe deposition process based on laser induced surface
chemistry of DNCd and DMTe. Studies nov in progress will provide
additional insight into the nature of these photon-assisted processes.
Second, the photochemistry results also demonstrate clear differences in
the behavior of the surface species we have assigned as dimethyl-,
monomethyl-, and metal-adspecies. Further, the observed differences in
behavior are the same for each metal alkyl. Thus, as a secondary result,
the observed photochemistry helps to corroborate the peak assignments made
on the basis of ligand shifts and bulk standards. In future work, we will
add additional corroborating evidence obtained from thermal desorption
measurements.
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ArF LASER-INDUCED CHEICAL-VAPOR DEPOSITION OF TUNGSTEN
FOR GATE ELECTRODES

H. Matsuhashi, S. Nishikawa, and S. Ohno
Semiconductor Technology Laboratory, OKI Electric Industry Co., Ltd.,
550-5 Higashiasakawa-cho, Hachioji-shi, Tokyo 193, Japan

ABSTRACT

The deposition of W films by ArF laser-induced chemical-vapor deposition
(LCVD) was investigated as a function of incident laser power, WF8 and H,
partial pressures, and substrate temperature. The deposition of W films by
LCVD is discussed dividing that into two parts, thermal CVD (TCVD) and photon
assisted CVD (PhCVD). The rate of P,,CVD has been defined as the difference
between the rates with and without laser irradiation. The reaction orders for
PhCVD are 1, 0 with respect to 1fF6 and H, partial pressures, respectively, and
the rate linearly increases with increase in laser repetition rate. The
activation energy in PhCVD is 0.17 eV. These facts indicate that, in LMD,
PJCVD takes place independently of TCVD and that the deposition rate in PhCVD
is determined by the formation of F radicals in the dissociation of WFF8
molecules by laser irradiation.

HOS capacitors with LCVD-W gates were fabricated and their
characteristics were compared with those with sputtered-W gates. It was shown
that the level of contamination due to mobile ions in the capacitor with the
LCVD-W gate was extremely low.

INTRODUCTION

Tungsten is an attractive alternative to poly-Si or polycide for VLSI CMOS
gates because of its low resistivity and near midgap workfunction. To realize
I gate CMOS VLSIs, it is important to establish the method for depositing W
films on SiO, without damage. The CVD method has several advantages including
no damage, low contamination and low resistivity. In the usual thermal CVD
(TCVD), W film is selectively deposited on Si, but not on SiO,, at tempera-
tures around 400 T. To deposit W film nonselectively, ArF laser-induced CVD
(1LD) using WF and H, gases has been studied by several authors [1-2].
However, the reaction mechanism of deposition of W film in LCVD has not been
fully understood. In order to make this method applicable to device fabrica-
tion, a deeper understanding of the reaction mechanism is quite important.

The purpose of this study is to examine the reaction mechanism of deposi-
tion of W film in LCVD using WF and H, gases in comparison with that in TCVD.
The characteristics of MOS capacitors with LCVD-W gates were also studied.

EXPERIMENTAL

Tungsten films were deposited on Si or SiO, using WF., H, and Ar gases by
ArF laser induced CVD. The ArF excimer laser was operated typically at 50 Hz
and 150 mJ/pulse and the laser beam (22 x 8 w) was passed 10 mm above the
wafer. The wafer was heated in the range from 200 to 400 C. The gas flow
rates of WF., H, and Ar were 0 - 30, 0 - 700, and 400 sccm,respectively. In
these experiments, except for HOG capacitor fabrication, W was deposited on Si
because W film is not deposited on SiO, in TCVD, which was used to compare

MM M". SM. SYM , Proc. vol. I n M9 Msertol. Raftnrch SocloWy
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with LCVD.
HOS capacitors with W gates were fabricated using (100) oriented p-type

silicon wafers (3 9-cm). After gate oxidation, W films about 300 nl-thick
were deposited by LCVD or sputtering. Sputtered-W was deposited using a
target whose purity is 99.9952. For preventing contamination from photo-
resist, silicate glass and phospho-silicate glass whose thicknesses were both
about 100 un were deposited onto V films. Then these samples were annealed at
high temperatures. W gate electrodes were patterned by dry etching and the
photo-resist was removed by plasma ashing. Finally these samples were anneal-
ed in N, at 500 'C for 30 min [3]. The characteristics of NOS capacitors were
evaluated by C-V, I-V and triangular voltage sweep (TVS) [4] methods.

RESULTS and DISCUSSION

Reaction mechanism of deposition of W film in ArF laser induced CVD

Fig.] shows the distribution of W film thickness over a substrate across
the laser beam deposited with and without laser irradiation. The abscissa
indicates the lateral distance from the center of laser beam. In TCVD
(without laser irradiation), the distribution is almost uniform over a
substrate. On the other hand, in ICVD, the distribution has a peak under the
laser beam. We observed (5] similar distributions in the case of the SiN
deposition by ICVD, except that the thickness approaches zero far from the
laser beam. We concluded that the peaklike distribution is due to the
diffusion of radicals formed in the laser beam. In the W deposition by lEIM,
TCVD also occurs. Here we consider the difference between the distribution
of W film thickness with and without laser irradiation. This difference is
considered as the net contribution of the deposition due to radicals and/or

activated atoms formed in the laser
beam,which is defined as PhCVD shown

4.0 in Fig. I. This is true if no inter-
Laser Beam (22x8mm) ferences between TCVD and PhCVD exist

Ts 300"C ab discussed later.
Po P 10 Pa

LCV P,., 100 Pa 3.0
4 Laser

• \sorws 0 Ts 300C
3.0- 10 rain 2 P,, 10 Pa

X P5 2I100Pa
.20 .( Boom Energy

2.0 -. 
1

,.vv, C o -

1.o do

0 10 000

10 5 0
POSTION (cm) REPETMON RATE (Hz)

Fig.1 Distribution of W film Fig.2 Deposition rate of V films
thickness over a substrate in PhCVD as a function of
across the laser beam. repetition rate.

'I
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, Ts 300"C T 300C

E 1000 Pw 10 Pa - T1  300C
Laser .5 P50010Pa
150m, 50z E Laser

Soo- 1/2 n=O 150mJ, 50Hz

0 " 5
S100-s
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W 50 *0 TCVD S TCVD
IL 
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PCVD 

C
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Fig.3 Deposition rate of W films in Fig.4 Deposition rate of W films in
PhCVD and TCVD as a function PhCVD and TCVD as a function
of H, partial pressure. of WF. partial pressure.

Fig.2 shows the dependence of SUBSTRATE TEMPERATURE (C)
the deposition rate of W film (rp) 400 350 300 25
in PhCVD on the repetition rate , 200
(R) and by keeping the beam energy pw, lOpe
(E) at 150 mJ/pulse. r, has been P.F. 1oPa

defined as the difference between 10er
deposition rates beneath the 6 Ea=0.77eV 150mJ, 5OHz
center of laser beam with and
without laser irradiation. With L,
increasing repetition rate, r, cc Ea=0.7eV
increases linearly. 

0Fig.3 shows the deposition 1

rates of W films in TCVD and P8CD 0 I"
(rT and rp respectively) as a
function of the H2 partial W * TCVD
pressure (PH,). During these 1 phcvo
depositions, the WFs partial lo l l 1 . 2 2.1
pressure (PWFG) was constant. rT 1.5 1. 1.7 A A 2.0 2.1
depends on a square root of PH.-
At the lower PH, region, rT 1000/Ts (K-')
increases linearly with PH. In
this region, the H, supply is
insufficient and rr is controlled Fig.5 Deposition rate of H films in
by H, mass transport. On the pitin Das a function
other hand, rp was independent of PhCVD and TCVD as a function
PH2. The reaction order with of substrate temperature.
respect to PH, for TCVD and PhCVD
are thus determined to be 1/2 and 0, respectively.

Fig.4 shows rT and rp as a function of Pw, where PH! was maintained
constant. rT is independent of Pww,. On the other hand, r, increases
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linearly with Pw,,.- The reaction orders with re'ipect to PwFS for TCVD and
PhCVD are thus determined to be 0 and 1, respectively.

Fig.5 shows the Arrhenius plots for rT and rp in the range of substrate
temperature (Ts) from 200 °C to 400 1C. The activation energies in TCVD and
PhCVD are estimated to be 0.77 eV and 0.17 eV, respectively. The former value
is almost the same as those estimated by others [6-8]. On the other hand, the
latter value is much smaller than those in TCVD. These facts suggest that rp
is controlled by gas phase reaction. At 400 C, the value of r, is smaller
than the expected value. It is considered that, at 400 *C, the WF supply is
insufficient and the reaction mechanism is a little different from that at the
substrate temperature lower than 350 °C.

In summary of the results, when the H, and WF' supplies are sufficient,
the experimentally determined rate equations for PhCVD and TCVD can be
expressed as

rT = kT PH, 112 PWe 0(1)

rp = kp(E) P., 0 PWF I R (2)

where kT and kp(E) are rate constants for TCVD and PhCVD, respectively.
Equation (1) agrees with those reported by others [6-7]. The reaction

mechanism of deposition of W film in TCVD has been reported as follows [6].
H, molecules are adsorbed on the surface of W and then these adsorbed H.
molecules dissociate to adsorbed H atoms. Next, these adsorbed H atoms react
with adsorbed WF molecules, producing metal W. These phenomena can be
expressed as

Hp , Hp (ad) (3)

1/2 H, (a) H (ad (4)

WF6 (ad) + 6 H (ad) . W + 6 HF (5)

Bryant [6] has reported that, in these reactions, the dissociation of adsorbed
H, molecules is the rate-limiting step.

Although TCVD involves no gas nhase reaction, LCVD involves the gas phase
dissociation, which results in excited atoms and molecular radicals, in
addition to the surface reaction. This dissociation process in the gas phase
is considered as follows. Photons from laser irradiation, photon dissociate
WF. molecules into WFx radical- and F atoms. These F atoms react in the gas
phase with H, molecules and produce H atoms. These gas phase phenomena can be
expressed as

WF. + hy -WF6 + (6-X) F (6)

F + H, HF + H (7)

The H atoms are then adsorbed on the surface of W and react with adsorbed WF6
molecules, producing metal W.

H , H ,,d, (8)

WFs t.d, + 6 H (ad) , W + 6 HF (9)

In LCVD, it is supposed that reactions (3) to (5) take place in addition
to reactions (6) to (9) simultaneously. We consider that reactions (6) to (9)
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are operative in PCVD defined before. It is a question whether these two
deposition paths, TCVD and PhCVD, take place independently. For example, if
adsorbed H atoms increase by reaction (8) so that the reverse reaction of (4)
becomes predominant, the rate of TCVD may decrease. Another possibility is
that reaction (6) occurs intensively near the Laser beam, as a result, PwFO
decreases locally and the rate of TCVD decreases. However the following
considerations may exclude the former possibilities. First, the duration time
of the laser irradiation (about 20 nsec) is much shorter than the repetition
period of the laser pulse (about 20 msec) and the related reactions may cease
in the interval less than a few msec after the laser irradiation as in the
case of SiN deposition [5]. Second, the increase in deposition rate by the
laser irradiation is the same as, or smaller than, rT under our experimental
conditions, so that the increase of adsorbed H atoms by reaction (8) may be
too small to affect reaction (4).

Here we assume that rp is determined by the formation of F atoms in the
dissociation of WF6 molecules by laser irradiation and that almost all the F
atoms produced by laser irradiation react with H, because the number of H2
molecules are much larger than those of F atoms. Thus, it is clear that rp
depends linearly on PWF

6 
and the incident laser power (R.E) because F atoms

formed in the dissociation of WF, molecules by laser irradiation increase
linearly with the absorbed laser power by WF, molecules. The rate equation
would be

rp' = kp' P 1, 'PWFS I R E (10)

This result is in agreement with experimentally determined rate equation
(2). In this experiment, the dependence of rp on E was not studied. However
the linear dependence of rp on E is expected from this equation.

Furthermore, as the rp is controlled by reaction (6) in the gas phase, rp
is independent of the substrate temperature. Consequently, the activation
energy seems to be very small. It is also in good agreement with the fact
that the activation energy in PhCVD is very small (0.17 eV).

In previous reports [1-2], the reaction order and activation energy were
determined for the rate of LCVD of tungsten, which is equal to rp+rT in our
notations. Their experimental conditions are quite similar to ours, where rp
is the same as, or smaller than, rT. In such situations, to understand the
deposition mechanism of LCVD, it is essential to divide the rate of ILWD into
rp and rT as discussed above.

MOS characteristics

We have reported [91 that in LCVD the intrinsic stress of W films can be
controlled from a large tensile to a small compressive stress by selecting the
H,/WF, gas flow ratio. W films with low intrinsic stress less than 4X109
dyne/cm' are reproducibly deposited on SiO, without peeling.

Using W film having low intrinsic stress, MOS capacitors with LCVD-W
gates were fabricated and the characteristics were compared with those with
sputtered-W gates. The typical characteristics of the LCVD-W NOS capacitors
are shown in Table I as compared with the sputtered-W ones. The flatband
voltage of the LCVD-W capacitors is a little higher than those with sputtered-
W gates as a result of the higher work function of LCVD-W compared with
sputtered-W. The work functions of LCVD-W and sputtered-W annealed at 900 *C
were found to be 5.0 eV and 4.9 eV, respectively. The maximum breakdown
fields (E.), the fixed charge density (N,) and the interface state density at
midgap (D,,) of the LCVD-W capacitors are almost the same as the sputtered-W
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Table I Comparison of characteristics ones. It was found that the
of MOS capacitors with LCVD-W mobile ion density (Di..) of
and sputtered-W gates. the LCVD-V capacitors is

below the detection limit of

LCVD-I Scuttered-W the TVS method. The mobile
ion density of the LCVD-W

Vr [VI 0.11 - 0.04 capacitors is one order of

E. [MV/cm] 11 11 magnitude smaller than that
N, (cm-2] I 1.6xi01 6.1x10o of the sputtered-VDi, [cm < 1.01010 4.7x]010 capacitors. These results

D~i [el-'car"] < 1.0x101° 4.71010 indicate that highly

D... [cm-'] < 5. Ox10- 3.1x10"°  purified V films can more
easily be obtained by LM

THIMESS OF GATE OXICE 22no than by sputtering.
NEA .IN CONDITIS : 0t - 3hin

CONCLUSION

In ArF excimer laser CVD (LCVD) of V films, there are two deposition
paths TCV and PhCVD. The reaction orders for PhCVD are 1,0 with respect to
VF. and H, partial pressures, respectively, and the rate linearly increases
with increase in laser repetition rate. The activation energy in PCVD is
0.17 eV. These results indicate that, in LCVD, PhCVD takes place
independently of TCVD and that the deposition rate in PhCVD is determined by
the formation of F atoms in the dissociation of WF molecules by laser
irradiation.

The characteristics of the MOS capacitors with LCVD-W gates are almost
the same as those with sputtered-W gates. The level of contamination due to
mobile ions in the LCVD-W gate OS capacitor is much lower than that with the
sputtered-W gate. These results indicate that LCVD-W is a promising material
for the gate electrode for future VLSI.
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Laser photodissociation of trimethylindium on a quartz substrate has been
studied by the laser-induced fluorescence and photofragment mass-spectrometric
techniques. Translational energy distributions of photofragments are measured.

1. Introduction

Nonthermal photochemistry of organic and inorganic compounds adsorbed on
substrates is induced by photon irradiation and leads to processes different
from those observed in the gas phase. Photodissociation of monolayers on
substrates has been reported for Cl2  CH3CI[I], CH 3Br2 , H2S[2],
tr lnethylaluminum(31, and trimethylgallium[4]. In the photodissociation of
trimethylgallium on the substrate at room temperature, Ga atoms were detected by
the laser-induced fluorescence (LIF) technique[4]. In the gas phase,
organometallic compounds absorb UV photons at < 200 nm, resulting in
dissociation into methyl radicals and other fragments. In order to understand
the nature of how photon/adsorbate interactions change in different environments.
our study investigates the UV photodissociation of molecules which have been
deposited as a monolayer or as multilayers (solid) on a substrate.

2. Experimental
2.1 Laser-Induced-Fluorescence Measurements of Photoejected Metal Atoms.
Figure I shows the schematic drawing of the essential part of our experimen-

tal apparatus(4]. Briefly, a quartz substrate was dosed with a pulsed molecular
beam of trimethylindium (TMIn) seeded in He. Photolysis was performed with
either a KrF excimer laser or the third or forth hamonics of a YAG laser (355 or
266nm, respectively). Indium atoms are produced by a two-photon process.
After avariable time delay, the probe laser light from a dye laser pumped by an
excimer laser traversed the space above the substrate at a certain distance, f
(in our case, e = I a). Metal atoms in their ground state were detected by

LIF through a monochromator with a gated MCP photomultiplier tube.

2.2 Time-of-Flight Measurements of Photoejected Radicals
The experimental apparatus(5] is schematically drawn in Fig. 2. Two

chambers for reaction and detection were differentially pumped by turbcwlecular
pumps. The quartz substrate was cooled to 100 K, after which the sample
molecules, TMIn, were deposited through a capillary tube until the molecules
formed multilayers on the substrate. An ArF excimer laser (193 nm) was used to
irradiate the molecules on the substrate. Radicals ejected from the substrate
were detected by a quadrupole mass spectrometer with an electron bombardment
ionizer.

1a08. R0. Oc. SyMp. PIoo. Vol. 129. 1MI Materlals RMarchl Sol0ly
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3. Results

3.1 Laser-Induced Fluorescence Measurement of Photoejected Indium Atoms
First, the dep2ndence of LIF intensity on the substrate temperature was

studied.The LIF intensity of metal atoms decreased with increasing the
temperature. This phenomenon can be explained as follows; the desorption rate
of TMIn is expected to be higher at higher substrate temperature. Thus, fewer
parent molecules remain before photolysis at higher substrate temperature. We
simulated the dependence of surface coverage on substrate temperature assuming
several values of activation energies for desorption. It was found that the
activation energy of less than one kJ mol I could explain the temperature
dependence of the LIF intensity for photoejection of indium. Therefore, the
adsorption of TMIn on the substrate is thought to be physical adsorption.

Next, the translational energy distribution of metal atoms was studied.
Time-of-flight (TOF) spectra of In atoms were obtained by scanning the delay
time between the photolysis laser and the LIF probe laser. In the analysis of
the ToFspectra we simulated the TOF distributions assuming a Maxwell-Boltzmann
translational energy distribution for In atoms. In this calculation, the
distribution of flight lengths, the angular distribution of metal atoms, and the
response function of the detection system were taken into account.
The TOF function is given as,

P(t)-- f- w(e) exp[ -m(e/t )1/2kT] (W/tO) deP (l)

where w( E) is a distribution function of the flight length. Figure 3 shows
aTOF spectrum of In atoms produced upon photodissociation of TMIn at 248 nm or
193 nm and also the simulated one after deconvolution of Fq.(l) for the response
function of our apparatus.
Figure 3 indicates the uniform angular distribution of fast In atoms and
that the translational temperature of fast In atoms was estimated to be 3000 K.
The relatively large translational energy of metal atoms means that the
photodissociation of adsorbed TIln is so fast that there is little time for the
available energyto randomize among the molecular vibrational modes of fragments.

3.2 Mass Spectroscopic Measurement of Photoejected CH3 Radicals

When the 193 nm laser light irradiated TMin deposited on a quartz plate
cooled to 100 K, CH, radicals were detected by the mass spectrometer. The TOF
spectrum is given in Fig. 4 where a fast and a slow signal peak is observed.
The threshold TOF is observed at 25 ui s and the spectrum peaks at 70 u s for
the fast component and at 27 0 u s for the slow one. This bimodal distribution
is typicalof photodissociation of molecular solids. The TOF spectrum of CH3
radicals is converted to the translational energy distribution as given in Fig.
5 , in which signal intensity peaks toward zero translational energy in
addition to the high energy component.

The high-energy component in the TOF spectrum is attributable to the
direct disaociationof the topmost layer of TiMn,
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In(CH3 )3/mUltilayer -. In(CH3)*3/multilayer - CH3
In the direct photodissociation process, the fastest CH3 radicals can

carry all the excess energy as the translational energy. The maximum
translational energy is given by,

E ", (max) =l co - Do - nE . (2)

where Z E,,, is the difference in adsorption energies between TMIn and CH3.
The observed E,. ( max ) of (73!2kcal/mol) is in fair agreement with the

calculated value of 101 kcal/mol obtained from ft i r 148 and D, = 47 kcal/mol
using Eq. (2) .
AE ,, could be large in this case because THIn is adsorbed by interaction
between the substrate and the In atom while the leaving CH3 interacts weakly
with the substrate through the carbon or hydrogen atoms.

Concerning the low-energy component, Higashi[3] has stated in his report on
photodissociation of trimethylaluminum monolayers that the dissociative
transition of monolayered molecules is not direct since so little energy is
imparted tothe ejected methyl radicals.These subthermal desorption
distributions have been observed 'n the past in thermal desorption
experiments[7].

The TOF spectra have a rather wide width in Fig. 4. The FWHM is as wide
as 100 1js . This wide distribution reflects rapid energy flow among the
oscillators of molecular solids and the lattice model of the substrate. Lin
and his co-workers[6] have developed a theoretical model for photodesorption
using transition state theory,

P(E ) = 2n (lIrkT)3/2x E, "r exp( - E, / kT) (3)

The smooth curves through the experimental traces of Fig. 5 are best fits to com
posites of two Maxwell-Boltzmann distributions as given above. Thus, the
surface photodissociation competes with relaxation of electronic energy to
the substrate lattice modes.
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ABSTRACT

Using dimethylaluminum hydride as the source gas and an ArF laser as the
light source, aluminum thin films with low electrical conductivity were
deposited via photochemical reactions. To emphasize surface reactions, vapor
pressure was kept low with a typical value of 6.7x10-3 Pa. The laser energy
density was typically 23 mJ/cm per pulse. The deposition rate of aluminum
films became reasonably high above a substrate temperature of 90 C and
increased thereafter with substrate temperature. The electrical resistivity
was about four times greater than the bulk aluminum value. A strongly non-
linear dependence of the deposition rates on laser energy density was ob-
served. The incremental change in thickness per pulse increased with the
inverse of the pulse repetition rate, which indicated, together with area
selectivity, the importance of surface photolysis of absorbed molecules.

INTRODUCTION

Last year in this conference, the interesting results of photochemical
vapor deposition (photo-CVD) of aluminum thin films were reported using a new
source gas of dimeth laluminum hydride (DMAlH), l and subsequently they were
published elsewhere. It was shown then that DMA1H was a promising source
gas for photo-CVD of aluminum films as an alternative to such traditionally
used gases as trimethylaluminum (TMA) or tri-isobutylaluminum (TIBA). For
successful application of photoinduced processes to deposition of metal thin
films of high quality at low temperature, the choice of source gases and
light sources is critically important. In the works cited above, the goal
was to draw fine aluminum lines with focused UV beams with high electrical
conductivity, and either 257-nm or 275-nm beams generated by argon-ion lasers
were used as the light source. However, since the source gas showed strong
absorption only below 220 nm,2 light with shorter wavelengths should be more
adequate. With such light sources, adequateness of this new source gas for
the wider use in photo-CVD of aluminum films can be examined.

For the reason described above we carried out an exReriment using a
deuterium lamp and DMAIH to deposit aluminum thin films.3 The lamp generates
UV light with two broad peaks near 160 nm and 240 nm, and the vacuum ultra-
violet (VUV) should be particularly suitable for photolysis of DMAIH. At
substrate temperatures above about 130 'C, deposition rates became large with
a typical value of 20 nm/min at 200 0C. The temperature required for photo-
deposition was lower than that for thermal decomposition (about 250 'C). The
electrical resistivity varied with substrate temperature only weakly, and it
was 6.2 po-cm for a film deposited at 27' *C. The film can be produced at
the same temperature without irradiation, even though the deposition rate was
about one third of what was obtained with irradiation. However, the elec-
trical resistivity was much higher (140 p4?.cm) for the thermally produced
film than the value for the film produced with the photo-assisted process.
Light helps not only to enhance deposition, but also to improve the elec-
trical property of the deposits.

The results to be described in the present paper were obtained as an
extension of the previous work with a different UV light source, namely, an

* ArF excimer laser (193 nm). The use of the laser was of great interest; then

M . . omp* P.. vo. 129 I Mhw.W& R., Sftioy
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the reaction mechanism responsible for deposition via photolysis of DMA1H
might be understood better by comparison of the results obtained with
different light sources. Also, while deposition with the deuterium lamp is
suitable for production of large-area films, patterned aluminum films can be
obtained with the excimer laser via pattern transfer from masks. The present
work was intended partly as a preparation for such a work to be carried out
in the near future.

EXPERIMENTAL

In the present work, as well as in the previous one performed with the
deuterium lamp, the vapor pressure was kept low deliberately. This was done
so because surface reactions, rather than gas-phase reactions, were to be
emphasized. For selective-area deposition gas-phase reactions are not
desirable. Also, the quartz window used to introduce light into the reaction
cell was expected to be kept free from the coverage of unwanted deposits at
low pressures. The vapor pressure was 6.7x10

- 3 Pa unless specified other-
wise.The experimental arrangement used in the present experiment is shown in
Fig. 1. The rectangular laser beam was shaped into a size of 4x8 mm with the
help of a cylindrical lens. Th substrate was irradiated perpendicularly.
The energy density was 23 md/cm per pulse unless specified otherwise. The
window was contaminated gradually, so that it was cleaned occasionally to
restore transparency.

The source gas was synthesized by a thermal reaction of (CH3)2AICI and
NaH and provided for this work by Toyo Stauffer Chemical Company.

The reaction cell was made of a stainless steel tube with a diameter of
100 mm and a height of 180 mm It was evacuated by a turbomolecular pump.
Back pressure was about 2xlO -4 Pa. The source gas was introduced through a
nozzle directed toward the substrate and separated from it about 10 mm. No
carrier gas was used.

The substrate was n-doped, single-crystal silicon wafer, which was
etched in buffered HF for 2 min, cleaned ultrasonically in methanol for 10
min, and then blown dry with N2 prior to loading into the cell. Substrate
temperature was controlled by an electric heater.

ArF
lsrvalve 

_M,

reaction ce o
cylindrica t J

m irror - I II substr..t.e vacuum
win~ L Agauge

vatvev 
e

vacuum puep
Fig. 1. Experimental arrangement used for photo-CVD of aluminum films

using an ArF laser.
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RESULTS AND DISCUSSIONS

Figure 2 shows the dependence of deposition rates, defined as the
increase in thickness per pulse, on substrate temperature for the photo-
deposited aluminum thin films. Below 90 'C deposition occurred too slowly
to be significant for the practical application. Near 250 'C deposits were
recognized even outside the irradiated area because of the thermal reaction.
At lower temperatures deposition took place only in the irradiated area. The
observed area-selectivity confirmed the importance of surface reactions.

The electrical resistivity of the photodeposited films was measured as
a function of substrate temperature (Fig. 3). The values were about four
times higher than the bulk value of 2.7 i4.cm. They were about the same
magnitude as those obtained from photo-CVD with the deuterium lamp.

In the case of the lamp irradiation, the growth rates were almost
independent of the light power density above a certain level. A nonlinear
dependence on pulse energy density was also observed in the present case, as
shown in Fig. 4. After the initial rapid increase, the deposition rate
became nearly constant above 5 mJ/pulse. As for the dependence of deposi-
tion rates on vapor pressure, we observed a linear behavior (up to 9xlO -3 Pa,
as was the case with the deuterium lamp. The surface of the deposited films
was rough, as evidenced on scanning electron microscopic pictures by spatial
irregularity with the average size of a few tenths of a micrometer.

Finally, we show the result obtained when the pulse repetition rate was
changed, as shown in Fig. 5. This was observed at 200 'C. Note that if
gas-phase reactions are important, the deposition rate defined as above
should be independent of the repetition rate. On the other hand, the general
trend can be expressed well by a solid curve shown in Fig. 5, which takes the
functional form of [I - exp(-t/i)], where t is the inverse of repetition
rate, or the time interval between two pulses. This kind of time dependence
is expected for the temporal increase of adsorbed molecules with an average
lifetime of T. The deposition rate is then given by the probability of
photolysis per molecule times the number of adsorbed molecules. To fit the
experimental points, the value of T should be about 0.22s. The observed
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Fig. 2. Dependence of deposition rates on substrate temperature.
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Fig. 3. Dependence of electrical resistivity on substrate temperature.

temperature dependence can be accounted for if the probability f surface
photolysis increases with temperature, as postulated elsewhere. However,
a further study is required before a definite conclusion is drawn.
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Fig. 5. Dependence of deposition rates on inverse of pulse repetition
rate.

CONCLUSION

Aluminum thin films with their electrical resistivity about four times
the bulk value could be produced via photo-CVD using DMAIH at temperatures
lower than possible wih thermal reactions. The vapor pressure was chosen
low (typically 6.7x0 -  Pa). Then, surface reactions became more important
than gas-phase reactions, as evidenced by area selectivity and the pulse-
interval dependence of deposition rates.
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TH. BEUERMANN AND M. STUKE

Max-Planck-Institut ffir biophysikalische Chemie, P.O.2841, D-3400 G6ttingen,

F. R. Germany

ABSTRACT

We use tunable UV laser light in the region 200-320 nm, produced by frequency doubling the

output of a dye laser for the decomposition of organometallic compounds. This method has been

applied to TMA, trimethylaluminum AI(CH3) 3 . Only theTMA monomer absorbs UV light for

X>220nm. TMA decomposes by one-photon absorption mainly into two channels: aluminum plus

organic fragments and aluminummonomethyl plus organic fragments. The ratio [AI]/[AICH3] is

wavelength dependent. Finally, we present a mechanism to explain the photolysis of trimethyl

compounds of group III elements (AI,Ga,In).

INTRODUCTION

How do organometallics interact with UV laser light ?

Metalorganic compounds play an important role in the chemical vapour deposition (CVD) and

Laser-CVD. A better understanding of the photolysis of these compounds is essential to optimize

the deposition rate and the purity of the deposited metal film, among other important parameters,

for practical purposes. We use laser mass spectroscopy for the detection and identification of

neutral photoproducts.

ABSORPTION SPECTRUM OF TMA

The absorption spectrum of TMA is shown in Fig.l. The structureless spectrum points to a

dissociative continuum of TMA in the far UV region. The cross section begins to rise at about 250

nm till 220 nm, where a new channel seems to open. The cross section is pressure dependent dje

to dimer formation. For a given temperature the monomer / dimer ratio strongly depends on the

pressure (Fig.2) [1]. For example, at room temperature the monomer fraction in TMA amounts to

only 4% at p=lTorr while it amounts to 33% at p=0.01Torr (compare Fig.2), i.e. by decreasing

Mal. Rso. Sm. Synup. Proc. Vol. 121. 1989 MotorialS R.*".Och Swiety
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the pressure between these two values the monomer fraction is multiplied by a factor 8. &or

I>220nm only the monomer absorbs. This can be seen from Fig.3, where the ratio of the cross

sections at p=O.OlTorr and p=ITorr is plotted versus laser wavelength, showing an asymptotic

approach to the predicted value a(O.OlTorr)/ o(lTorr) =8.

EXPERIMENTAL SETUP

A detailed description of the experimental setup can be found in [2]. The excimer laser is

replaced by a tunable UV laser light source to photolyse the investigated compounds. Tunable

UV output is generated by frequency doubling (SHG) the output of a Xe-I excimer laser pumped

dye laser in a p-bariumborate crystal (BBO). With this arrangement it is possible to tune the

photolysis laser wavelength between 205 and 320nm [3]. Moreover, one can cover the range

200-207nm by sum frequency generation (SFG) [3]. We use a weakly focussed KrF excimer

laser ()=248nm) to detect the photoproducts by non-resonant two-photon ionization similar to the

detection of GaCH3 as a photoproduct of trimethylgalium described earlier [4]. Alternatively,

photoproducts can be detected by resonant multiphoton ionization (REMPI). Applying this

technique, it was shown [5] that AICH3 is a photoproduct of TMA.

The data presented here were obtained by exposing TMA molecules (Alfa Ventron) in the

ionization region of the laser time-of-flight mass spectrometer to the UV laser light source

described above. Then, after a time delay of 200ns, the neutral photoproducts were ionized by a

KrF laser.

RESULTS

Typical time-of-flight mass spectra of TMA at L=193nm (ArF) can be seen in Fig.4. Ions

generated by the photolysis laser alone (top trace) are A]+ and AI(CH3) 2
+. The detection laser

(KrF) alone generates only a small amount of AI+ (bottom trace). If the detection laser is

triggered after a suitable delay of at=0.2ps with respect to the photolysis laser, the mass

spectrum shown in the middle trace is obtained. In addition to the ions from the top trace,

AICH3 + and AI+ ions are detected, due to the corresponding neutral species. Other

photoproducts were not found. The enhancement of the Ai+ and AICH3+ peaks with respect to

the bottom line is a measure of the relative amount of the corresponding neutral fragments

produced by the photolysis laser. Since the energy of the photolysis laser is wavelength

dependent, one has to divide the above mentioned enhancement by the pulse energy to derive the

yield Y of a photoproduct. Measurements reported here show a linear dependence of the A] and

AICH3 signals upon the laser energy, a fact, which strongly suggests that TMA decomposes by a

one-photon process. The obtained yields Y(AI ) and Y(AICH3) are shown in Fig.5 as a function

of the photolysis laser wavelength. The threshold for Al production is at about 255nm, whereasfL
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the AICH3 yield has its onset at 230nm. The latter channel becomes even dominant below

)=215nm. It should be further mentioned that, since the ionization probabilities of Al and AICH3

are different, the ratio of both yields depends on the experimental conditions.

An important issue is whether there is any correlation between the yields Y(AI),Y(AICH3)

and the absorption spectrum of TMA. Therefore, we calculate the quantum yield -ox := Nx/N,

where x stands for Al or AICH3, Nx is the number of photons in the x-channel and N is the total

number of absorbed photons. From the proportionalities Yx-Nx and A(X)-N, for the absorption

coefficient A being much smaller than 1,follows 0x~YXA.

In Fig. 6 we have plotted ,t against the wavelength of the photolysis laser. One sees that the

quantum yield for Al production remains constant between 220 and 260nm. This means that

absorption of a UV photon leads in this interval predominantly to the decomposition of TMA into

aluminum and organic fragments. Below 230nm the AICH3 production becomes more and more

important, but both quantum yields sum up to a constant all the way down to 210nm. Below this

value, the sum of both channels begins to decrease. A reason for this behaviour can be the

uncertainty of the absorption spectrum for low pressures (p<0.001 Torr). Nevertheless, no

significant amounts of other photoproducts have been seen in this region, so that we are

confident that the dotted line in Fig.6 reflects the real photochemistry of TMA. Finally, Fig.7

illustrates the relative amounts of Al and AICH3 compared to the absorption spectrum of TMA.

Observe again that for ,2. 235nm TMA decomposes only to Al and organic fragments, while

otherwise AICH3 is detected as well.

DISSOCIATION MECHANISM OF TMA

One striking feature of our results is that aluminum atoms are produced at lower photon

energies than AICH3. Since the average bond energy of an Al-C bond in TMA is reported to be

about 2.7eV [6], one expects 8.1eV to be necessary in order to seperate all three CH3 ligands.
3-

Yields:
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• A-+ AICH3
2 AICH 3  - absorption spectrum

Ei.g.j: The relative amounts of
TMA decomposition products as a
function of photolysis laser
wavelength in comparison to the
absorption spectrum.
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On the other handour experiments show that one 5eV photon is sufficient to isolate the Al atom.

In order to explain the energy mismatch of 3.1 eV, we propose a mechanism which sets energy

free, for example by the following :

AI(CH3)3 + hv -> Al + C2H6 + CH3 (1)

Unfortunately, C2H6 has no dipole moment and a high ionization potential making the collision-

free detection difficult.

The mechanism for the production of AICH3 is:

AI(CH3)3 + hv -> AICH3 + CH3 + CH3 (2)

without the gain of energy through the formation of a stable molecule like C2H6. Taking the

average binding energy of 2.7eV, one would expect the onset of the AICH3 production at about

230nm (5.4eV), in agreement with the experimental results (comp. Figs. 5-7).
For Ga (TMG) and In (rMI) the mechanism is the same.

Conciusion

From our results on the decomposition of TMA by UV laser light we conclude:

only the monomer of TMA absorbs radiation for ).220nm

the decomposition of TMA is a one-photon process
the main photoproducts are Al and AICH3

the ratio [AICH3]/[AI] is wavelength dependent
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LICVD OF Cr(C,O) FILMS FROM Cr(CO)6 AT 248 NM:
GAS-PHASE AND SURFACE PROCESSES

R. NOWAK, L. KONSTANTINOV AND P. HESS
Institute of Physical Chemistry, University of Heidelberg,
Im Neuenheimer Feld 253, D-6900 Heidelberg, F.R.G.

ABSTRACT

The influence of laser fluence and carbon monoxide par-
tial pressure on the deposition rate of thin Cr(C,O) films was
investigated. The films were deposited from Cr(CO) 6 mixtures
with CO and Ar using a KrF excimer laser. The observed results
are discussed with respect to the relative importance of gas-
phase and surface processes. The results reveal that under the
present experimental conditions chromium atoms produced in the
gas phase play only a minor role as direct film precursors in
KrF laser-induced film deposition.

INTRODUCTION

Recent experiments on LICVD of thin Cr(C,O) films using
chromium hexacarbonyl as a precursor have shown that in pulsed
laser and especially cw laser deposition at UV wavelengths the
grown films are heavily contaminated by carbon and oxygen
impurities. Typical chromium concentrations for pulsed deposi-
tion with 248 nm light (KrF laser) were approximately 50-60%
Cr with equal or unequal amounts of carbon and oxygen (1-3).
Films deposited with cw 257 nm light (frequency-doubled Ar+

laser) contained only 30-40% Cr and oxygen with no or only
small amounts of carbon (4-7). In order to reduce the level of
impurity incorporation, a better understanding of the basic
processes leading to Cr(C,O) film deposition is of extreme
importance. For the case of KrF laser-induced film deposition
it has been shown that a variety of excited chromium atoms are
produced in the gas phase by both direct multiphoton dissocia-
tion and sequential dissociation via an intermediate, but in
addition a large number of unsaturated chromium carbonyl mole-
cules are produced in the gas phase (8). Further experiments
revealed that in the case of Cr(CO) film deposition on quartz
substrates the growth rate increases upon heating the sub-
strate in the temperature interval between 200 C and 650C (3)
and that the process can be described in terms of a diffusion
length for buffer gas pressures greater than about 20 torr
(2,3). In the present work results concerning the influence of
KrF laser fluence and carbon monoxide partial pressure on the
growth rate of film deposition from Cr(CO)6 mixtures are
reported. These results are discussed with respect to a
possible mechanism for Cr(C,O) film deposition in the case of
pulsed laser irradiation.

EXPERIMENTAL

The experimental setup used for the present studies is
shown schematically in Fig.1. The output energy of the KrF
excimer laser, which was operated at a repetition rate of 20
Hz in most experiments, was attenuated by a dielectric beam
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Fig.l: Experimental setup; abbreviations as follows: AC: ab-
sorption cell, Ar: carrier gas (argon), BS: bean splitter, CH:
chopper, DAS: data aquisition system, F,F': bandwidth filters,
GS: gas saturator, L: low pressure mercury lamp, Le: lens
(f-300 mm), M1,M2: dielectric mirrors for 248 nm, P: pola-
rizer, PD1,PD2: photodiodes for visible and ultraviolet wave-
lengths, respectively.

splitter. The gas flows through the deposition cell were
adjusted by mass flow controllers (not shown in Fig.1). After
saturating the carrier gas (argon, purity: 99.999%) with
chromium hexacarbonyl vapor in the saturator, the number
density of Cr(CO)6 in the carrier gas was monitored by
measuring the absorption at 253 nim in a quartz cuvette before
the mixture entered the deposition cell. The film deposition
was performed on quartz substrates (Suprasil I) at a laser
beam spot diameter of 3 ms and an ambient temperature of about
240 C. Monitoring the film growth by the transmission of a HeNe
laser probe beam (633 rm) in situ revealed that under the
conditions of the present experiments the change of the
optical density with time was nearly constant for film
thicknesses greater than approximately 200 A. Therefore, a
calibration of the optical transmission curves with
mechanically measured film thicknesses was possible (Talystep
profilometer). In all cases the film growth could be monitored
up to a film thickness of about 4000 A using a sensitive
photodiode for probe beam detection. The partial pressure of
carbon monoxide in the carrier gas was adjusted by mixing the
argon gas flow with a controlled CO mass flow (purity:
99.996%) while keeping the total gas flow through the
deposition cell constant. During all experiments of this work
the total gas pressure, which was measured by a capacitance
manometer, was kept constant at 200 mbar.

RESULTS AND DISCUSSION

The deposition of thin Cr(C,O) films under the conditions
of the present study results from a complex combination of
gas-phase and surface processes. The importance of surface
processes is already evident from the observation that a me-
tallic film is formed only on the area irradiated by the laser



87

bean; outside of this area a nonadhesive black to brown
deposit may be formed under certain experimental conditions.
For this reason the amount of energy absorbed in the gas phase
and at the surface, respectively, will be indicative of the
importance of both processes. In Fig.2 the fluence absorbed in
the gas phase is presented as a function of the incident laser
fluence under the given conditions. This dependence was ob-
tained upon firing two or three laser pulses through the de-
position cell at a very low repetition rate (_1 Hz). It can
clearly be seen that the amount of energy absorbed in the gas
phale reaches saturation for fluences higher than about 100 MJ
cm and this suggests that in the saturation limit practi-
cally all absorbing molecules are dissociated or excited.

40

E~ 30-

4,'

S20

-0 1

0 0 100 150

Fluence (mJ/cm)

Fig.2: The fluence absorbed in the gas phase as a function of
the incident laser fluence for Cr(CO)6-Ar mixtures at a total
pressure of 200 mbar, an absorption length of 4 cm and a gas
flow of 50 sccm.

In Fig.3 the dependence of growth rate on the incident
laser fluence is given for the same conditions as in Fig.2.
The figure presents the time-averaged growth rates determined
by mechanical thickness measurements with a profilometer. This
is compared with the temporal change of the optical thickness
which was obtained from the linear part of the transmission
curves. It is interesting to note that the characteristic be-
havior of both dependences s nearly identical. For laser flu-
ences below about 70 mJ cm' the growth rate increases approx-
imately linearly with incident laser fluence up to about 6 A/s
and for higher fluences it drops to about half of this value.
The linear part of this dependence suggests a rate-limiting

S: one photon process, while the interpretation of the decreasing
part is more difficult. Obviously the similar behavior of the
temporal change of optical thickness and that of the time-
averaged growth rate suggests that the optical properties of
the deposited films do not change very much in the interval
studied. Therefore, we believe that to a first approximation
the morphology of the films does not change drastically during
growth but that the main reason for the decrease in growth
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Fig.3: Bottom: The dependence of the time-averaged growth rate
on the incident laser fluence at a repetition rate of 20 Hz
for Cr(CO)6-Ar mixtures at a total pressure of 200 mbar and a
gas flow of 50 sccm. Top: The dependence of the temporal
change of the optical density on the incident laser fluence
under the same conditions.

rate is a mechanistic one. In the following, two simple
explanations are discussed in detail. Homogeneous gas phase
nucleation leads to heavy inert particles and clusters which,
to some extent, are lost for film growth because of diffusion
and flow out of the deposition region. Such an explanation is
supported by the observation that under the present conditions
and incident fluences higher than 70 a7 cm- the deposition of
black nonadhesive powder on non-illuminated substrate areas
increases with rising incident laser fluence. On the other
hand, we observed that for laser fluences higher than those
given in Fig.3 no homogeneous film formation is obtained. From
this result we conclude that thermal re-evaporation from the
growing film might be an additional loss channel for film
growth, which may also ontribute to the decrease of the
growth rate above 70 nJ/cm.

Further mechanistic information is obtained from the
dependence of growth rate on the carbon monoxide partial
pressure, as shown in Fig.4, where the carbon monoxide partial
pressure was increased up to somewhat less than the total gas
pressure. Interestingly, the deposition rate decreases only
slowly within the studied pressure interval, in contrast to
the results obtained from the cw experiments by Jackson and

i
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Fig.4: The dependence of the growth rate on carbon monoxide
partial pressure at an incident laser fluence of 72 aJ/cm , a
repetition rate of 20 Hz and a total gas pressure of 200 mbar.

Tyndall (6), on the other hand, the nucleation time rises (not
shown). An experiment performed with pure carbon monoxide
yielded a brown and porous adhesive deposit with a time-
averaged growth rate of 15 A/s, but with a rather long
nucleation time. While all films prepared for the data shown
in Fig.4 had a metallic appearance, the morphology and
composition of this latter deposit is clearly different.

In this paragraph some remarks concerning a possible
mechanism of Cr(C,O) film deposition under the present
experimental conditions will be made. The present growth ra y
is on thf order of 6 A/s. Therefore, approximately 2x10x"
atoms cm-- are deposited per laser pulse, when taking the bulk
density of pure chromium into account. Due to the low vapor
pressure of about 0.2 torr a column height of chromium hexa-
carbonyl molecules on the order of 1 mmn above the substrate is
necessary to explain the magnitude of the present growth rate.
However, the mean tree path length at the given total pressure
of 200 mbar is only about 0.2 um. It is very unlikely that
chromium atoms separated from the substrate surface by more
than a few mean free path lengths will reach the surface in
the above reactive environment. Thus, we believe that the
direct contribution of chromium atoms to film growth will play
only a minor role under the conditions of the present~experiments, because it has been shown that the recombination

~of unsaturated chromium carbonyl molecules with CO molecules~requires less than ten collisions (9). Taking into account
that the growth process can be described by a diffusion length
(), a substantial contribution of unsaturated and saturated
hromium carbonyl molecules to film growth is very likely.

Previously we have shown that the growth rate increases with
rsing substrate temperature and this finding has been

5I4-I
3-J
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interpreted in terms of an activated chemisorption and/or
pyrolytical decomposition (3). Therefore, film formation by an
adsorbed layer of unsaturated chromium carbonyl molecules
which may be partly decomposed by the high transient surface
temperature and completely decomposed by the next laser pulse
is supported by these experiments.

CONCLUSIONS

The present measurements show that the effect of increas-
ing partial pressure of CO on the nucleation time and the
growth rate is surprisingly small. The nucleation time in-
creased by less than a factor of two when the CO partial
pressure was changed from zero to about 200 torr. The decrease
in the deposition rate was also very small, as shown in Fig.4,
for a repetition rate of 20 Hz, but was somewhat more
pronounced at lower pulse repetition rates. This is consistent
with the following scenario for Cr(C,O) film deposition from
Cr(CO)6 . The excimer laser pulse photolyses most of the
Cr(CO)6 molecules in the irradiated gas volume. However, only
chromium atoms and coordinatively unsaturated chromium
carbonyls located within a few mean free path lengths have a
chance to reach the surface before the efficient recombination
with CO molecules occurs. These highly active species may be
responsible for nucleation, but the lifetime is too small to
explain the measured growth rate. This indicates an important
contribution of more stable carbonyl molecules and possibly
clusters to the deposition process. This would imply that most
of the CO groups are removed at the surface either by
photolysis during the laser pulse and/or by pyrolysis during
and between laser pulses.
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ABSTRACT

The spatial and temporal distribution of Cr* in a laser-CVD arrangement

has been studied by laser-induced fluorescence (LIF). Low excited Cr*(a5 S2)

atoms are produced by dissociation of Cr(CO)6 by a KrF laser (3- 248 nm) via

two photon absorption. An observed disappearance of Cr* after photolysis is

due to reaction with photofragments, quenching via collision relaxation and

deposition. The diffusion constants for Cr* in He/Cr(CO)x mixtures could be

determined. The Cr* density in the vicinity of a sample drops sharply by

heating the sample. The decrease is due to thermal decomposition of Cr(CO)6
with an activation energy of 0.11 eV.

Introduction

The use of lasernduced deposition (Laser-CVD) processes holds substan-

tial promise for application. The knowledge of gas phase, and (or) surface

dissociation, transport of radicals and reaction mechanism are important

clues for the understanding of the deposition process [1,2]. Laser-induced

fluorescence is a sensitive and selective method for monitoring atoms or

molecules and is therefore in use to investigate plasmas in etch processes

[3] and CVD reactors [4]. In this work we monitor Cr* atoms produced by

photolysis of Cr(CO)6 with a KrF excimer laser radiation to study the gas

phase processes and the changes 'in the vicinity of a surface due to

deposition and substrate temperature.

Experimental

The experimental setup consists of a photolysis laser, a dye-laser, a

reaction chamber and a photon detection system. The photolysis laser (Lambda

Physik, ENG 10031) was focussed into the chamber onto a heatable sample

U. . N... Soc. S lp. Pie.. Vol. U. ' o,1 i . Ato~omedlk hsol"oty

I.
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(Si(100)). The focal dimensions were about 90 x 500jum and the fluence could
be adjusted between 0.05 and 1.8 J/cm2 . The Cr* atoms were excited by a dye

laser (Lambda Physik, FL 3002), whose focussed beam (#' 20 pm) crosses the

focus of the photolysis laser perpendicular and passes parallel to the sample

surface. The dye laser beam could be moved relative to the KrF laser beam 0.1

- 10 m parallel and vertical to the sample. The fluorescence was collected

perpendicular to both laser beams by a lens and imaged onto the entrance slit

of a 0.35 m-monochromator. The signal was averaged with a boxcar integrator.

In order to observe the temporal change of the Cr* density after photolysis,

the time delay between the pulses of the KrF and dye laser was varied. The
repetition rate was 30 Hz. Cr(CO)6 seeded in Helium was flowing through the
reaction chamber, and a separate window purge with He reduced deposition on

the windows. The partial pressure of Cr(CO)6 could not be measured directly,
but was estimated from the vapor pressure, the He flow and the LIF intensity.

Results and Discussion

The emission spectrum observed is very simular to that reported by

Tyndall et al. [5]. All lines can be assigned to Cr(I) transitions [6]. A LIF

spectrum of Cr(a 5S2 ) is shown in Fig. 1. The dye laser excites a transition

of Cr* from the metastable initial state a5S2 to y5p.3 ( X= 449.7 nm) and the

red shifted fluorescence at 464.6 nm (y5 P*3 - a5 D4) was monitored. Therefore

we detect in all experiments slightly excited Cr* atoms starting from the

metastable initial aSS2 state, about 0.94 eV above the ground state a
7S3 . The

fluorescence was saturated at dye laser fluences of 0.1 - I J/cm2 .

We observed a quadratic dependence between the fluence of the photolysis

laser and the LIF intensity, exhibiting that Cr(a5S2 ) is formed by a two-
photon process. Since the total dissociation energy of Cr(CO)6 is 6.45 eV
[5], at least two photons of 5.0 eV are necessary to produce Cr atoms.

Tyndall et al. give evidence [5], that Cr* in the low excited a5 S and a50

states is formed in a high yield by a sequential process and higher excited

states are produced in a direct process. In the sequential process vibra-

tionally hot Cr(CO)4 serves as an intermediate photoproduct, from which
excited Cr* is produced by absorption of a second photon:

tCr(CO) + 1hvL 4 Cr(CO)4 + 2C0 (1)

Cr(CO)4 + lhv- -i Cr* + 4C0 (2)

I
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Fig. 1 LFspectrum of Cr(a5 S2) showing the excitation wavelength
I . 449.7 nm (a5 S2 -* y

5P03) and the red-shifted fluorescence
(y5PO 3 * a

5D2 /3 /4 ).

t*
if collisional cooling of the hot Cr(CO) 4 intermediate occurs, the Cr*

states a5S and AD may not be reached energetically with a 5.0 eV photon. Our

experiments support this model, because as shown in Fig. 2, the Cr deposition
drops sharply for total pressures > 10 Torr. For this pressure regime, the
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number of collisions exceeds unity during the photolysis time (,'.20 ns)

allowing for collisional cooling of the intermediate, whereby the production

of Cr* and also the deposition seems to be inhibited.

In Fig. 3 the spatial distribution of the Cr* density in the region of

the KrF laser focus is shown for various time delays after photolysis. The
width of the Cr* distribution curve (-140Am) with no time delay is some-
what larger than the focus of the KrF laser due to saturation of the LIF

excitation which increases the focal volume of the interaction [7].
Broadening of the Cr* distribution curves with increasing time delay shows

the diffusion of Cr* out of the focal region of the KrF laser focus. However,
the integral intensity of the Cr* distribution curves decreases with

increasing time, indicating a disappearance of Cr*. As shown in Fig. 4, the
disappearance follows an exponential dependence on time and is faster for
higher Cr(CO)6 partial pressures. The disappearance rate (slope of the curve)

exhibits a linear dependence to the Cr(CO)6 partial pressure (Fig. 5),
indicating that the disappearance of Cr* is due to reaction with

photofragments of Cr(CO)6 or with Cr(CO)6 itself. Quenching of the low
excited Cr(a 5S2 ) state by collision relaxation with Cr(CO)6  and

photofragments is also possible but could not be separated in this
experiment. Collisions with He have a low cross section for quenching the Cr*
states [7]. The disappearence rate varies slowly with time: In the initial
regime dt<4As (Fig. 4) the rate is about 2.8 faster than in a later

regime 10pus4Atc40 us (Fig. 5,6). This behaviour is probably due to the

higher density of photoproducts in the initial time regime. The disappearance
rate increases by a factor of about 1.7 when the total pressure is lowered

from 5.0 Torr to 1.6 Torr. A higher He density provides a better prevention

for reaction (or collision relaxation) probably caused by an increased
screening of the reaction partners.

The widths (FWHM) of the Cr* distribution curves (Fig. 3) follow a
(4t)112 law, from which the diffusion constants D can be derived. We find for

Ptot " 1.6 Torr (5.0 Torr) the value 0 - 330 cm2 /s (105 cm2 /s). A mean
velocity of Cr can be calculated using the expression D = 1/3.7-1 and a mean
free path for Cr in He of X= 86 Am (27)um) (simple collision model). We get
VCr - 1150 m/s, which is about 3 times larger than the thermal velocity,

demonstrating, that Cr* obtains excess translational energy during

dissociation.
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An additional channel for the disappearance of Cr* is the deposition on a

sample surface. The disappearance rate 0.15 m above a Si(100) surface is

unchanged in the initial time regime (44As), but doubles approximately for
4t>O us (see additional point in Fig. 5). The surface acts as a sink, from
where diffusion out of this half space is reduced. From our observation we

derive a sticking coefficent for Cr on the film close to unity. The Cr*
signal and the laser-induced deposition rate drop sharply when the sample is
heated. Fig. 6 shows an Arrhenius plot of the Cr* density 0.5 mu above the

surface and of the laser-induced deposition rate. We explain the observed
result by a decrease of the Cr(CO)6 density: Cr(CO)6 is decomposed thermally
and may not be accessible for further lase-induced dissociation.

T[" c)
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Cr(CO) =37mTorr I - exp(+E/kT)

p 3.0Tow E 0.11,V ,O 0
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Fig. 6 Arrhenius plot of the Cr* LIF signal. Two extra circles show the laser-
induced deposition rate.
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Assuming equilibrium for the thermal decomposition rate koNCr(CO)6 e E/kT

(ko = preexponential factor, E = activation energy) and the flow rate

S = bN/at, the concentration of Cr(CO)6 in the vicinity of the substrate is:

NCs +E/kT (3)Cr(co) 6  KT(

From Fig. 6 we obtain an activation energy of 0.11 eV, indicating the in-

stability of Cr(CO)6 against thermal decomposition. Therefore a higher laser-

induced deposition rate should be possible for cooled substrates. Further

advantage might be a reduced C and 0 contamination, because it is known [8]

that CO adsorption on Cr leads to dissociative chemisorption, while on cold

Cr samples molecular adsorption dominates.

Conclusion

Using the method of LIF, we could investigate the production, the

disappearance due to reaction and collision relaxation and the diffusion of

Cr* for various Cr(CO)6 /He mixtures. Our measurements in the vicinity of a

substrate showed marked changes in the disappearance rate due to depostion

and a large influence of the substrate temperature on the Cr* density in

front of a sample surface.
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ABSTRACT

Fine metal particles are deposited on a surface by
explosive decomposition of organometallic compounds with
single pulse laser irradiation. This new technique has the
following characteristics: 5
(1) Nigh quantum efficiency of ca. 10 , that depends on
the size of the reaction chamber used and the concentration
of organometallic compounds.
(2) Formation of uniform spherical particles of ca. 0.3 )o
size under some reaction conditions.
(3) Rapid formation of metal particles. Most of the starting

materials are decomposed within a few miliseconds.
The key points of this decomposition reaction are:
(1) Formation of high density active species in the gas

phase by the irradiation with high power lasers.
(2) Propagation of a thermal chain reaction.

1. INTRODUCTION

Recently chemical vapor deposition processes have
attracted much attention for the preparation of thin films
and fine particles. For example, amorphous silicon is
deposited from milane or disilane, silicon carbide is
deposited from organosilicon compounds, and various metals
are deposited from organometallic compounds.

In these processes, laser beams as well as conventional
light sources, thermal energy sources, and plasmas are used
for the decomposition of starting gaseous materials. Nowever
so-called quantum efficiency for the production of deposited
materials is usually very low.

We have found a highly efficient process for producing
fine metal particles, in which laser light is used only for
igniting a decomposition reaction of organgmeta11ic
compounds. The quantum efficiency exceeds 2 x 10 . Since
this reaction is initiated by only one shot of laser
irradiation Just like an explosive reaction, we will call
this type of decomposition reaction a * laser Ignited mild
explosive reaction ( LINER )."

In this article we report some features of this unique

decomposition reaction of organometllic compounds and fine
metal particles Produced by LINER.

Mft ms f& secso Pft". vw. i 1m "aseamb f e
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2. EXPERINENTAL
Excimer laser output, ArF ( 193 no ) and KrF ( 248 nm

having a power of 10-350 mJ, and a pulse width of ca.10 as
Was used for the decomposition of organometallic compounds.
In some cases of the KrF excimer laser Irradiation, the
laser beam was focused with a convex lens of f - 100 mm in
order to make active organometallic compounds at high
concentration. Tetramethyllead ( TNL ) ,
tetraethyllead ( TEL ) , and trimethylbismuth ( TNBi ) were
purified by at least 5 freeze-pump-thaw cycles followed by
trap-to-trap distillation in vacuum before transferring to a
reaction chamber. Nitrogen, helium, and hydrogen were from
Nippon Sanso, stated purities 99.9 %, and were used without
further purification.

Organometallic compounds were introduced into the
reaction chamber of about 100 @1 volume. A reaction chamber
with a volume of 10 liters was used for th quantum

efficiency measurement. Background pressure of 10 Torr was
achieved by using an oil diffusion pump.

Gaseous products were analyzed by a gas chromatograph
Hewlett Packard, model 5890A ) using a methyl silicon gum

column ( HP-I. 5 m x 0.53 jn ) with a flame ionization
detector.

The shape and the size of metal particles were measured
by scanning electron microscope ( Hitachi S-800 ).

3. RESULTS AND DISCUSSION

After organometallic compounds such as tetramethyllead
TNL ) and trimethylbismuth ( TNBi ) were introduced into

the reaction chamber, the sample was irradiated by a single

laser pulse through a quartz window. Immediately after laser
irradiation, most of the organometallic compounds decompose
within a few tens of milliseconds accompanied by a strong

orange emission. After that, spherical black fine metal
particles having a size of below 1 jua were deposited on the
wall of the reaction chamber.

There are two key points which make possible this
unique reaction. One is the formation of high density
active species by a single laser pulse irradiation, and the
second is the propagation of a thermal chain reaction.

Since 10 Torr of THL has a solar extinction coefficient

of 10300 at 193 no, 99 % of the ArF excimer laser light is
absorbed within 5 mm. Therefore high density active species
such as metal atoms and methylsetal radicals are formed in a
relatively confined volume by a single shot irradiation from

an excimer laser. Then these active species can cause the
propagation of a thermal chain reaction with an emission of
orange light. After the explosive reaction, most of the
tetramethyllead compound is decomposed to produce fine metal
particles and gaseous products such as ethane, ethylene,
methane, and propane in the reaction chamber and finally
these fine particles adhere on the chamber surface.
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Now let us consider the reaction efficiency. The
irradiated laser1 6 light, for example IrF 193um, 25@J,
contains 2.4 x 10 photons per pulse. On the other hand, 20
Torr of TNL in the 10 1 volume reaction cha 1 er at room
temperature ( 22 *C ) corresponds to 6.5 1 10 5 molecules.
Consequently reaction efficiency becomes 2.7 x 10 .

In order to elucidate the reaction mechanism, we have
investigated the reaction conditions for LINER, that is
irradiated laser ( power and wavelength ), organometallic
compounds ( variety and concentration ), and added foreign
gases ( variety and concentration ).

3.1 Laser power and laser wavelength

Figure 1 shows
the laser power and KrF Excimer Laser Power / mJ
laser wavelength
dependence for LINER. • 2 W_ 3W 400

In this figure, the m w
vertical axis is the e 2 "A • w----------
ratio of pressure -- * "

after laser -e 248nm Al193nm 248nm

irradiation to that ' . ] focus n n, non-focus/) 0 focus

before Irradiation. o2 I focu-

If the decomposition . 1 I - -
-

reaction of THL
proceeds completely
according to scheme
I, the ratio should 0 0 20 30 4o

be about 2 because ArF Excimer Laser Power N nJ
the main gaseous
products are 2 Fig. l. Laser power and wavelength
molecules of ethane dependence for LINER
which is obtained
by the recombination reaction of methyl radicals.

Pb(CH 3 )4  > Pb + 2 C2 R6  ( Scheme 1

In fact, 85 % of ethane, several percent of methane and
ethylene, and a few percent of propane are detected by gas
chromatography. As is clearly shown in this figure, for 5
Torr of TIL, there exists a threshold laser power, about 17
mJ in the case of 193 no irradiation and 270 nJ in the case
of 248 ne irradiation without focusing the laser beam. When
the IrF excimer laser beam is focused with a convex lens,
having 100 s focal length, at a distance of 80 an from the
window, the threshold laser fluence goes down to 60 mJ.
These results indicate that a multi-photon process is

i necessary for the formation of active species.
The difference in the threshold laser power between

193 nm and 248 nm irradiation can be interpreted by the
difference in absorption coefficients of TNL at these
wavelengths. The molar extinction coefficient is 10300
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N-I ca-  at 193 n, while it is 120 N- Ic 1 at 248 no.
Accordingly, the absorbance at 193 n is about two orders of
magnitude greater than the one at 248 no. These results on
laser power dependence and laser wavelength dependence
clearly show that it is very important for LINER to produce
high density active species.

3.2 Effect of concentration of organometallic compounds for
LINER

LINER does not take place below the concentration of
ca. 1 Torr in the cases of both 193 no and 248 no
irradiations. This pressure effect can be interpreted as
follows. When the concentration of starting materiels is
low, active species which are formed by the laser
irradiation, cannnot collide with the other parent molecule
and will be deactivated. On the other hand, with high
pressures active species can collide with the other parent
molecule and transfer the internal energies to it. The
frequency of collision is attributed to the pressure of the
parent molecule. The excited parent molecules then decompose
to form active species again and a thermal chain propagation
process proceeds. Fine metal particles and gaseous products
are probably formed during the propagation of the chain
reaction.

3.3 Organometallic compounds possible to induce LINER

Among the organometallic compounds we have
investigated to date, TNL and TNBi can undergo LINER. These
two compounds have a weak metal-to-methyl group bond
dissociation energy. As the bond dissociation energy
decreases, organometallic compounds can be expected to
decompose to smaller fragments such as methylmetal radicals
and metal atoms. Actually we have detected absorption
spectra of lead atom which are obtained by the photolysis of
tetraethyllead using a nanosecond laser flash photolysis
technique. (1) While in the case of the photolysis of
hexamethyidiilane, trimethylsilyl radical can be detected
and no other small fragments were detected. (2] Accordingly
active species are expected to be generated in the case of
the photolysis of the compounds which have a weak bond
dissociation energy. These compounds are also advantageous
for the propagation of thermal chain reactions.

Among the various types of organometallic compounds,
alkyloetal, metalcarbonyl, and metallocene compounds have
weak bond dissociation energies. In these compounds, some of
the alkylmetal compounds can proceed by an exothermic
reaction because recombination of alkyl-alkyl radicals have
large bonding energies. Table 1 shows the average bond
dissociation energies (Dv ) and energy balances ( AN ) of
some alkyloetal compounds v. The average bond dissociation
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energy means the energy Table I. Average bond
D per one metal-alkyl dissociation energies
b nd, and D is the and energy balances of
energy necelsary for some alkylmetal compounds
the formation of a metal
atom, that is D - D + alkylsetal Day / N /
D " 3 in the c~se compounds kcal 00." kc.l .,-

Of tet aethyi-Setai

compounds. AK is the bond BI (CHOI, 38 -26
dissociation energy of an Pb (CHS)4 37 -30
alkylmetal ( D ) minus Pb(CaHI)4 32 -45
the bond format]on energy Sn (Oil). 52 33

of the alkyl-alkyl
radicals, for instance Ue (C Ha)4 57 50

bonding energy of the Zn (CHI,)a 43 -z

ethil-sethyl is 88 kcal Zn(Calls), 36 -15
e- . The compound Cd (Cla), 34 -20

which has a minus 61 1 1
value, that is the one that proceeds by an exothermic
reaction, has a possibility of LINER. In fact, TNL and TNBi
can cause LINER, but others cannot presumably because of
threshold AH value for LINER and because of insufficient
vapor pressure at room temperature ( Pb(C 2 H5 )4 ).

3.4 Effect of foreign gases

reaction condition o 0 A TML
for LINER is the A 5Torr 1mN21
effect of added A
foreign gases as
shown in figure 2. !

LINER is I •
prohibited by the I0 A U.

addition of
foreign gases at
pressures above 7
Torr. These i0 5 10 I5 20
results can be Pressure of Foreign Gas Tort
interpreted as the
deactivation of Fig.2. Effect of Foreign Gases.
active species by
added foreign gases. When the concentration of foreign gases
is low, the formed active species can collide with the other
parent molecules. However, with increased pressure of added

foreign gases, the possibility of collisions with foreign
gases increases more than with the parent molecules. This
may prevent the active species from propagating the thermal
chain reaction.

1' 3.5 Fine metal particles formed by LINER
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After laser irradiation, fine metal particles are

formed in the reaction chamber. Figure 3 shows a

microphotograph of lead particles which were obtained by the

decomposition of THL under a certain reaction condition. It

is recognized from this figure that spherical shape fine

particles of 0.3 pm size are formed.

Figure 3. Microphotograph of lead particles

3.6 Conclusion

We have discovered the unique decomposition reaction
named LINER. ( Laser Ignited Mild Explosive Reaction ) The
key points of LINER are the high density formation of active
species and the propagation of a thermal chain reaction
caused by these active species. The formed metal particles
are spherical shape of 0.3 pa size.
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MODELLING OF PYROLYTIC LASER DIRECT-WRITING
FROM THIN METALORGANIC FILMS

Peter E. Price Jr. and Klavs F. Jensen
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Minneapolis, Minnesota 55455

ABSTRACT

A one-dimensional model for pyrolytic laser direct-writing of metal features from
thin metalorganic films is presented. The model extends previous results for scanning
laser crystallization by including separate but coupled mass and energy balances and
allowing for variations in the optical properties and thermal conductivity in the film as
it decomposes. A finite element approach is used to obtain solutions to the steady state
and transient model forms. The model predicts the existence of multiple steady states
for a range of laser powers when the optical absorbance is a nonlinear function of the
fractional conversion in the film. These predictions agree qualitatively with multiple
steady states that have been observed in direct-writing of palladium features from palla-
dium acetate films. Experimental results that demonstrate multiplicity in the palladium
acetate system are presented. The model also predicts the existence of periodic solutions
that correspond to the periodic features that have been reported for direct-writing of
gold features from organogold films.

INTRODUCTION

Laser direct-writing of micron-scale metal features by pyrolytic decomposition of
thin metalorganic films has been reported in a number of recent publications, demon-
strating the potential of the technique in applications such as device interconnects and
photolithographic mask repair [1-111. It was the pioneering work of Fisanick, Gross, and
coworkers at Bell Labs on the deposition of micron-scale gold features from organogold
films [3-6] that revealed the wide variety of dynamic behavior that can occur during
direct-writing. In particular, they observed pronounced periodic oscillations in features
written over a range of laser powers and scan speeds. They studied-the thermochemistry
of the film decomposition using differential scanning calorimetry and thermogravimetric
analysis and found that the decomposition took place in several steps with a strongly
exothermic overall heat of reaction. This suggested that the observed periodic features
were a chemical analog to the periodic features that had been widely observed in laser
induced crystallization [12-18].

Fisanick et al. [3] used the concept of cooperativity to explain the existence of
periodic solutions. The concept is that when the rate of energy released by reaction in
the film is comparable to the rate of energy input by the laser, periodic features may
develop by the following mechanism. Initially, the scanned laser beam causes the film
to undergo a chemical transformation during direct-writing or a physical transformation
during scanned laser crystallization. The heat released by this transformation causes
the transformation front to expand beyond the laser beam. However, the front loses
heat by conduction to the substrate and the surrounding film as it is expanding. If this
rate of heat loss is sufficient, the transformation front will be quenched. Upon reaching
the quenched front, the scanning beam initiates this process again, resulting in periodic
features.

Fimanick et al. [3] noted that their experimental results were in qualitative agreement
with the model presented by Kurtze et al. (18] for scanning laser crystallization. This
model consists of a one-dimensional energy balance that describes the behavior of a step
front at the amorphous-crystalline boundary as an infinite laser slit is scanned across a
thin film of amorphous material, e.g., Si or Ge, on an insulating substrate. Their results

, Me- S~-m. .Smp. Pra.. .41m. ,' lmg MIsa,ls m , 504e



108

extended a previous model for explosive crystallization presented by Gilmer and Leamy
[19] and further examined by van Saarloos and Weeks [20] by including a laser term in
the energy balance. Kurtze et al. 'a model also overcame the physically unrealistic results
obtain by Zeiger et al. [15] by properly accounting for the temperature dependence of
the interface kinetics. The application of Kurtze et al.'s model to laser direct-writing is,
however, limited by the assumptions of a step transformation front and constant optical
and physical properties in the film. As noted by Fisanick et al. [3], changes in the thermal
conductivity and optical properties of the film can be be significant, and the assumption
of a step transformation front may not accurately describe the decomposition reaction
of the metalorganic film. The model presented herein is a further extension of Kurtze et
al. 's laser crystallization model insofar as it includes a separate mass balance to describe
the extent of reaction in the film and allows for variations in the optical properties and
thermal conductivity as the film decomposes. These extensions provide a more accurate
description of the laser direct-write process.

More recently, Gross and coworkers [7-9] have presented several papers describing
the direct-writing of palladium features from palladium acetate films. Although the
overall heat of reaction for the decomposition of palladium acetate is endothermic or at
most weakly exothermic [7,9,21], the palladium features also exhibit periodic behavior.
Baufay and Gross [91 have attributed this periodic behavior to nonlinear variations in
the optical absorbance of the film as it decomposes. At low conversions, the optical
absorbance is reported to increase with fractional conversion. Thus, once the reaction is
initiated, the absorbed laser energy increases, causing the reaction front to expand. As
the conversion increases, the refiectivity of the film begins to rise and the absorbed laser
energy decreases. This causes the front velocity to decrease. When the scanning beam
catches up to the reaction front, the process begins again, leading to optically induced
periodic features. Here, we limit the discussion to optical effects in the steady state
behavior.

In this paper, we use a reaction engineering approach to derive a one-dimensional
model for laser direct-writing that contains the essential characteristics of the process.
This approach follows a long history in the chemical engineering literature that is replete
with studies of steady state multiplicities and instabilities in chemical reactors [22,23].
To facilitate understanding of the relative importance of the various processes, e.g.,
reaction, conduction, and convection, that occur during direct-writing, the model is put
in dimensionless form. Using parameters derived from reported results for direct-writing
from palladium acetate [7-9] and organogold [3-6] films, as well as new experimental
results, we present computational results that are in qualitative agreement with observed
multiplicity and periodicity in direct-write features.

THE MATHEMATICAL MODEL AND NUMERICAL METHODS

The laser direct-write process is complex, and a general model would require three-
dimensional, time dependent mass and energy balances. Performing the extensive cal-
culations needed to solve such a system would clearly be impractical Rather than
proposing such a detailed model, we seek to develop a model that remains computation-
ally tractable, yet captures the essential qualitative behavior of the process. The model
system we consider is pictured in Figure 1.

In laser direct-writing, the substrate is typically much larger than the reaction
zone. The domain is therefore modelled as a thin film of reactant on a semi-infinite
substrate. We consider a laser slit source, infinite in the y-direction, with a Gaussian
power distribution and scanning at a constant velocity, Vt, in the x-direction. The mass
and energy balances are developed by considering a volume element, infinite in the y-
direction and of depth d. The volume element includes the film, of depth ed, and some
portion of the substrate, of depth (1 - e)d. The thickness of the film, as well as the
density and specific heat of the film and substrate, are assumed to be constant. The
thermoconductivity of the film is assumed to vary with conversion. The film is assumed

t ;
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to decompose in the solid state, i.e., no melting is assumed, and diffusion of reactants and
products in the film is neglected. The incident laser energy is assumed to be absorbed
evenly throughout the volume element, although the degree of absorbance may vary with
conversion in the film. The film is assumed to initially contain only reactant, A, that
reacts irreversibly to form product, B, with first order Arrhenius kinetics. Transport of
reactants and/or products to and from the surface is not considered. Finally, heat loss
from the volume element to the surroundings is described by a Newton's lsaw of cooling
term. The resultant mass and energy balances are:

V CC- cCexpf 1()
at x LRT

and

O(epi cp,iT + (I - e)pcp,.T) =8 (Ke E) + Ve t p p ( ~cT

iqr/2wd W2~-- +(zHek Rxj-- 2

The initial and boundary conditions are:

C(x,O0) Co(x), To(x,O0) = T(x); C(oo, t) =Co, T(-oo, t) = T., T(oo, t) T
(3)

Direction of scanl
Laser SlIt

WI41 Volume Element

Figure 1. Schematic of slit laser direct-write model system.

For constant densities and heat capacities of the film and substrate the above equa-
tions are similar to the pseudohomogeneous ajdal dispersion model for tubular reactors.
The steady state and dynamic behavior of the tubular reactor model has been studied
in detail [24 and references therein]. Further development of the direct-write model will
follow the approach used previously for the tubular reactor 1241. The model equations
are made dimensionless by defining:

Co -CT -T T - To E

T tV, z Le epfcP'f + (1-e)P$pp Pe_ VtWfPicPr (4)
WC~ Wpcp,f Keff
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____ __ _ 2P0BDa= Q. = ir/ 2 ToVtdepfc,fc~f~o VidepfcPt V

X, is the conversion of the reactant. X 2 is the dimensionless temperature. X2, is
the dimensionless temperature of the surroundings. - is the dimensionless activation
energy. r and z are the dimensionless time and length scales. To account for the
change in effective thermal conductivity between the metalorganic film and the final
metal structure, Pe is assumed to vary linearly with conversion X1 . Using the above
definitions, the model equations can be written as:

XI =X )(5a)

81~[ 1 X22 8X
Leax LX I -2

--- ) + e ' -AXI- 2)

+BDa(I-XI) exp[ 1-1^I +QoA exp[-z2] (5b)

Taking the reference temperature, T0 , to be the temperature of the surroundings, T,,
and the reference concentration, Co, to be the pure unreacted precursor, the dimension-
less initial and boundary conditions become:

XI(z,O) - XIo(z), X(z,O) = X2o(z); X1(oo, r) = 0, X2(-co, r) = 0, X2(0o, r) = 0
(6)

Several of the dimensionless parameters have physical interpretations similar to those
given in the tubular reactor analysis of Jensen and Ray 1241. Le is the Lewis number,
which gives the ratio of the intrinsic thermal time constant to the intrinsic material
time constant. Pe is the Peclet number for heat transfer, which describes the relative
importance of energy transfer by convection and conduction. B is a dimensionless heat
of reaction. ft is a dimensionless heat transfer coefficient. Da is the Damk6hler number,
which gives the ratio of the reaction rate to the space velocity. Qo is the dimensionless
laser power per dimensionless unit length.

NUMERICAL METHODS

The Galerkin finite element method has been used to solve both the steady state
and transient forms of the model equations. This method is well described in a number of
textbooks (25,261. Although the direct-write model is formulated on an infinite domain,
solutions to the finite element problem were obtained by considering a truncated domain
that was sufficiently large that further increases in size had a negligible effect on the
solution. To investigate the dependence of the steady state solutions on the laser power, a
pseudo-arclength continuation scheme was used. This method, which has been described
previously by Keller [27], makes it possible to obtain solutions near bifurcation points
where natural parameter continuation would fail. Time integrations of the transient
problem were performed using the implicit integrator LSODI 128]. To reduce numerical
ditfculties a small degree of diffusion was added to the mass balance. This diffusion term
was chosen so that any oscillations in the conversion profile behind the laser would not
reflect back towards the laser upon reaching the truncated left boundary. The short time
behavior and steady state behavior were indistinguishable with or without this diffusion
term.

For both the steady state and transient calculations, several measures have been
used to characterize the solutions. The first measure is the feature width. When metal
lines are written using a scanning beam, the width of the lines can easily be measured.I
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For the one-dimensional model, no such width exists. For the case of a scanning laser
slit, however, the position of the reaction front relative to the center of the slit should
be a comparable characteristic of the system. Hence, we define the feature width for
the one-dimensional model to be the distance from the slit center to the point in the
reaction front where the conversion has reached half of its maximum value.

The other two measures, the conversion and temperature integrals, are suggested
by the shape of the conversion and temperature profiles. These integrals are defined as
follows:

conversion integral = X1 dz; temperature integral = X2 dz (7)
0 0

These integrals measure the area under the conversion and temperature profiles, r.-pec-
tively, from the beam center to the right boundary. They reflect the total degrees of
conversion and of energy input plus generation in the film.

EXPERIMENTAL

The experimental apparatus consisted of a 5W Ar+ laser operating in TEMo0 mode
at 514.5 nm. The beam was either focused through a cylindrical lens to give a slit source
or expanded 3X and then focused through a 0.22 NA microscope objective to give a
beam source. Using a scanning knife edge technique, the slit was determined to have
an elliptical profile with approximate 1/e. principle radii of 28 pm and 900 pm. The
l/e beam radius was determined to be approximately 4.0 pm. Palladium acetate films
were spin coated onto quartz substrates from chloroform solution. The samples were
mounted on a stepping motor driven X-Y stage with a scan speed range of 1 to 1200
pm/s. Palladium features were written by exposing the films under ambient conditions.

RESULTS AND DISCUSSION

Steady State Behavior

A set of base parameters for the mathematical model was determined by using the
scanning laser slit to deposit palladium features from a 1.0 pm palladium acetate film.
Although the slit source is actually elliptic, the laser power in the central region of the
slit is nearly constant and provides a good approximation to the infinite slit used in the
model. At a laser power of 1.3W and scan speed of 100 pm/s, the slit was scanned
across the film. The laser slit was blocked during the scan. The resultant feature
appeared as a sharp palladium/palladium acetate front propagating 92 pm ahead of
the slit center. This experimental result was used in conjunction with maximum film
temperatures estimated by Gross et al. [4] and the analytical solution for the temperature
profile induced by a laser slit scanning across a substrate. The choice of parameters is
discussed in more detail below. Additional experiments using the scanning laser slit
are currently underway and will be used for further comparison to and refinement of
the mathematical model in the future. At present, we compare the qualitative behavior
predicted by the model to new, as well as previously published, experimental results for

*. a scanning laser beam.
Table I contains the physical properties, reaction parameters, and laser slit proper-

ties for the base case. The thermal conductivity of the unreacted film was taken to be
the same as for the quartz substrate. The thermal conductivity of the completely reacted
film was taken to be approximately 50% of the bulk value for palladium to account for
impurities in the final feature, as suggested by measured electrical resistivities for direct
written palladium features [8]. The density and heat capacity of the film were taken to
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be order of magnitude estimates of the average values. The reaction rate constant and
activation energy were obtained from Baufay and Gross [9]. The reaction was assumed
to be thermoneutral. The thickness of the volume element, d, was taken to be that of
the film, and the heat transfer coeffcient, r, was selected so that the predicted feature
width matched the 92 pm size obtained experimentally.

Table 1. Base Parameters for One-Dimensional Laser Direct-Write Model

Laser Film and Substrate Properties

w = 28 pm d =1 pm trff(Xi = 0) = 0.005 cal/(cm s K)
Po = 1.71 cal/(cm s) pi 10 g/cm3  p. = 2.2 g/cm3

VI = 0.01 cm/s cp,f = 0.1 cal/(g K) cp, = 0.18 cal/(g K)
r = 0.017 cal/(cm2s K)

Palladium Parameters: ko = 1.1- 1011 s-I -AH = 0 cal/g
E, = 30.3 kcal/mol Keff(XI = 1) = 0.0875 cal/(cm s K)

Gold Parameters: k0 = 1.1. 1011 s- I  -AH = 630 cal/g
E, = 36.9 kcal/mol ic.ff(X1 = 1) = 0.375 cal/(cm s K)

Baufay and Gross [9] calculated the variation in optical absorbance of a 1.0 pm
palladium acetate film on a quartz substrate with the fractional conversion in the film.
This nonlinear dependence of the laser absorbance was included in the model by using
the following functional form for A obtained by fitting the data given by Baufay and
Gross 191:

A(X 1 ) = 0.05 + 100.0Xl .3 2 exp(-5.88 X' 9 5 ) (8)

The conversion and temperature integrals for the base case are shown as a function of
laser power in Figure 2. The nonlinear variation in laser absorbance with fractional
conversion leads to the existence of multiple steady states over a range of laser powers.
The low conversion state exists because most of the laser energy is transmitted through
the film and substrate, causing only slight heating of the film and thus a small degree of
reaction. Along the upper branch of the curve the conversion is high, and enough laser
energy is absorbed to maintain the nearly complete reaction despite the high reflectivity.
Additional calculations suggest that the existence of a maximum in the absorbance as
function of conversion, not the specific functional form, is all that is needed to obtain
multiple steady states.

This sort of multiplicity behavior has not, to the authors' knowledge, been previously
reported for direct-writing from thin films. To investigate the existence of multiple steady
states, a series of experiments were conducted using a scanning laser beam. At a scan
speed of 100 pm/s and for a range of laser powers, palladium lines were written from a
0.6 pm film of palladium acetate. At each power, lines were written from starting points
on the unreacted film and on a previously written line. At laser powers below 80 mW,
extremely low conversion lines, like that shown in Figure 3a were observed regardless of
the state of the film at the starting point of the scan. In Figure 3a, the starting point
of the scan was a high conversion reference line. The direct-write feature rapidly dies
down to the low conversion state. Between 99 mW and 145 mW, low conversion features
similar to that shown in Figure 3b were obtained when the scan was initiated on an
unreacted portion of film. When the scan was started from an existing high conversion
line, a high conversion line was obtained, as shown in Figure 3c. Above 145 mW, high
conversion lines similar to that shown in Figure 3d were obtained regardless of the state
of the film at the start of the scan.

__________
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Figure 2. Predicted multiple steady states for the palladium system for varying laser "
power. Pe(XI = 0) = 5.6 .10 - 3 , Pe(XI 1 ) =3.2- 10

- 4 , Da =3.08.10"° , /=48, B=
0, Le =1, -f 50.8, x2 = ---O

Scan Scan

(b) (d

. -'---I20m 1- 20pm

Figure 3. Observed multiple steady states in laser direct-writing of palladium films

from palladium acetate. (a) Unique low conversion state, laser power 80 roW; (b) low
conversion state of two possible stable steady states, 95 mW < laser power < 145 roW;
(c) high conversion state of two possible stable steady states, 95 mW < laser power <
145 mW; (d) unique high conversion state, laser power 165 W. Laser scan speed 100

Sm/s in all nases.
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Attempts to demonstrate reproducibility of these results showed that the solvent,
chloroform, can have a significant impact on the region of multiplicity. In the initial
experiments, the spin coated films were not baked to remove excess solvent. When
lines were written within several hours after spin coating, the region of multiplicity was
considerably larger and shifted toward higher powers, extending from 145 mW to 280
mW. Attempts to reproduce these results on the same film the following day yielded a
smaller region of multiplicity in a lower power range. The same reduction in the region
of multiplicity was obtained when the films, after spin coating, were baked at 100°C
for several hours to remove excess chloroform. This shows that sample preparation can
have a major impact on the nature of direct-written features and suggests that residual
chloroform may also have some effect on the periodicity observed in palladium features.
The multiplicity phenomena may also have practical consequences in terms of efforts to
reduce feature size. If the scan is initiated at a high conversion state, perhaps by using
a short pulse at higher power, lower laser powers can be used for direct-writing, leading
to smaller line widths. Adherence of the features, however, may restrict the minimum
writing power.

The development of periodic behavior in gold features written from films of Engel-
hard Bright Gold NW screen ink has been attributed to the concept of cooperativity
[3]. To investigate the model predictions for an exothermic system, the second set of
parameters shown in Table 1 were chosen to represent the gold system being processed
with the laser slit. Order of magnitude estimates were again used for the average density
and heat capacity of the film. The thermal conductivity of the completely converted film
was taken to be approximately 50% of the value for bulk gold to account for impurities in
the final features, as suggested by electrical resistivity measurements reported by Gross
et at. [4]. The reaction parameters were also obtained from Gross et a. [4]. The optical
absorbance was assumed to vary with conversion according to the formula:

A(X,) = 0.32 + X °' 4 exp(-1.7 X3. 2 ) (9)

This functional form is based on transmission and reflectance data presented by Gross et
&L [6]. This function is based on absorbance values at low and high conversions. Values
for the absorbance in the middle range of fractional conversion may be inaccurate. From
the reported data, however, it is clear that the gold system also exhibits a nonlinear vari-
ation in laser abeorbance with fractional conversion. This nonlinear absorbance function
again permits multiple steady states. Below, we consider only the high conversion states.

The concept of cooperativity suggests that periodic features should develop when
the heat of reaction is sufficiently high. We have calculated transient solutions as the
dimensionless heat of reaction was increased. These calculations suggest that as the
heat of reaction is increased to the point where the rate of energy generated by the
reaction is comparable the absorbed laser energy, the system undergoes a Hopf subcritical
bifurcation to stable oscillations corresponding to periodic features in laser direct-write.
We have also found that the Lewis number can have a strong effect on the nature of the
oscillations as also observed in the analogous tubular reactor case [24]. The Lewis number
is expected to be greater than one because of the thermal capacitance of the substrate,
but the exact value is difficult to fix without a detailed heat transfer analysis. Lewis
numbers near unity led to numerical stiffness problems that meant that solutions could
not be obtained in reasonable computing times. Since our interest is in the qualitative
behavior of the system, we performed calculations at high Lewis numbers (100), where
the equations are less stiff.

The dynamic behavior of the system is described in terms of phase plane diagrams
approximated by plots of the conversion integral versus the temperature integral. Since
the conversion and temperature integrals represent projections of the solutions to the
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partial differential equation (5), it is possible for trajectories in the plane spanned by
the conversion and temperature integrals to cross without the intersection corresponding
to identical conversion and profile temperature. Figure 4a shows the phase plot for the
system with B = 155 and the remaining parameters with the same values as in Table 1.
In this case the phase portrait is that of a stable spiral. This was found to be the case
regardless of how far fiom the steady state profile the initial state was. Increasing B to
166.1 and starting the system from the steady state solution corresponding to perturbed
laser power and heat of reaction, the system appears to be a weakly attracting spiral, as
shown in Figure 4b. However, if the initial profile is perturbed significantly, the phase
plot reveals a stable limit cycle, as shown in Figure 4c. Additional calculations for B
> 166.1 suggest that the domains of attraction of the spiral and the limit cycle are
separated by an unstable limit cycle. Finally, if the heat of reaction is increased to 170,
then the system approaches the limit cycle from even the slightest perturbation of the
corresponding steady state solution. This limit cycle is shown in Figure 4d.

t'4' (d)
(a)

0 0

-- --- - - - -4
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Figure 4. Suberitical Hopf bifurcation to periodic deposits in laser direct-writing of goldfilms from organogold films with increasing heat of reaction (B). Figures a-d show phase
plane behavior approximated by plots of the temperature integral versus the conversion
integral. (a) B = 155, stable spiral; (b) B = 166.1, stable spiral; (c) B = 166.1, stable

4limit cycle; (d) B = 170, stable limit cycle. Other parameters: Pe(X1 = 0) = 5.610- 3 ,

Pe(Xi = 1) = 7.510-5, Da = 3.08.10 1 0, -61.9, Le = 100, B = 155, = 4.8, X2 =0, Qo = ,500.

Figure 5 shows the variation in the feature size as a function of time corresponding
to the stable limit cycle for B = 170 (cf. Figure 4d). Even at Lewis numbers of 100,
the speed of the front as it expands is large, and therefore the stiffness of the problem is
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Figure 5. Feature width as a function
of time corresponding to the limit cy- i
cles in Figure 4d.

Figure 6. Conversion and temperature
profiles relative to the laser slit posi-
tion at four different times during a
period of oscillation for the limit cycle
in Figure 4d. (a) r = 0.1, (b) r = 0.26,
(c) r =0.3, (d) r = 0.6.

apparent. Finally, Figure 6 shows the corresponding conversion and temperature profiles
at different times during one period of oscillation. The importance of the metal tail as
a heat sink is clearly reflected in these profiles. Stablility analysis shows that at B =
166.82 the steady state loses stability as a pair of complex conjugate egenvalues cross
the imaginary axis. The behavior of the system is characteristic of a subcritical Hopf
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bifurcation [29]. This bifurcation behavior is summarized in Figure 4, where the dark
circles represent the maxima and minima in the feature width of the stable oscillations
and the open circles represent, qualitatively, the unstable limit cycles. At the bifurcation
point, the ratio of the rates of energy generated by the reaction to the energy input from
the laser is 0.324. These results suggest that there should be values of the laser power
and scan speed at which both smooth and periodic features can be written. While
such behavior has been noted for direct-writing from the gas phase [30], it has not been
reported for gold features written from organogold films.

In closing, we note that qualitatively similar bifurcation and oscillatory behavior was
observed when a linear absorbance function was used, although the specific bifurcation
point depends on the absorbance function. The relationship between the absorbance
function and both the heat of reaction at the bifurcation point and the variation in the
period of oscillation with laser power are subjects that will be further investigated. This
should lead to a better understanding of the differences between the variation in period
with laser power seen in laser induced crystallization [17] and laser direct-writing [31.

CONCLUSIONS

A one-dimensional model for pyrolytic laser direct-writing of metal features from
thin metalorganic films has been described. The model predicts qualitatively the multiple
steady state behavior obserred experimentally for direct-writing of palladium lines from
palladium acetate films. The observed multiplicity is caused by a nonlinear dependence of
the absorbance on conversion in the film. For sufficiently exothermic reactions, the model
predicts periodic solutions corresponding to experimentally observed periodic features
in laser writing of gold features from organogold films. The development of oscillations
in endothermic systems by an optically activated mechanism, as observed in palladium
features written from palladium acetate films, is currently under investigation.
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LASER-INDUCED CHEMICAL VAPOR DEPOSITION OF HIGH PURITY ALUMINUM
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ABSTRACT

The laser-induced chemical vapor deposition (LCVD) of aluminum metal has
been achieved via the pyrolytic decomposition of trimethylamine aluminum
hydride (TMAAH). This material is a volatile, crystalline solid which is
non-pyrophoric, in contrast to many other aluminum precursors. Laser-driven
pyrolysis of TMAAH enables the selective deposition of high purity, highly
conducting aluminum deposits. The volatility of the TMAAH precursor is directly
responsible for the rapid rates of aluminum deposition and permits rapid scan
velocities to be utilized. The relationship between the chemical structure of
TMAAH and the high purity of the aluminum deposits is described.

INTRODUCTION

The synthesis of metal precursors for conventional and laser-induced
chemical vapor deposition has become an area of increasing activity. The
number of metal precursors that are volatile, easy to handle and decompose
cleanly to high purity metals is rapidly expanding. The syntheses of organogold
[1,2] precursors have led to laser [3], ion [4) and electron [5] beam-induced
depositions of gold. Similarly, organopalladium (6] and organoaluminum [7]
precursors have been used to deposit pure palladium and aluminum films. We
report here the use of trimethylamine aluminum hydride (TMAAH) complex for
the production of pure aluminum films via laser-induced chemical vapor deposition.

EXPERIMENTAL

Trimethylamine aluminum hydride was synthesized by reported procedures
(8]. The isolated crude product was purified by sublimation at 40 °C (30 pm
Hg) to obtain a white crystalline solid. The ambient vapor pressure of the
purified product was measured with a capacitance manometer after several
freeze-pump-thaw cycles and is approximately 2 Torr at 25C. This measurement
is consistent with that reported for the 2:1 adduct [9] of trimethylamine to
aluminum hydride, as shown in Figure 1. Although this precursor is air and
water sensitive, it will not spontaneously ignite in air. The purified material
has a melting point of 75 IC and is thermally decomposed to aluminum metal
between 250 and 300 *C. Thermal decomposition has been observed to be catalysed
by the presence of aluminum metal. The complex was allowed to equilibrate into
a static vacuum chamber for the deposition experiments. The sample and chamber
are translated with respect to the focused laser beam, thereby allowing the
deposition of lines.

The laser-induced deposition of aluminum was carried out with the TEMOO
mode of an argon ion laser (American Laser 909 and Coherent Innova 20)
operating at 514 nm. The beam was expanded (3X) and collimated with a telescope
then focused through a microscope objective (0.2 NA). The measured beam
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diameter is approximately 9 ± 1.0 om at 1/e intensity points and was roughly
Gaussian. The substrates used for deposition consisted of silicon wafers with
a thermally grown oxide layer (0.2 pm thickness) or a cured polyimide layer.
In some cases, lines were deposited between evaporated 0.2 pm thick Cr/Au pads
to enable the measurement of the resistance of the laser-deposited lines by
a 4 point electrical probe. The resistivities were calculated after measuring
the thickness and widths of lines by stylus profilometry. Several lines were
examined by scanning Auger electron spectroscopy (SAES) at Surface Science
Labs in Mt. View, California. The lines were also examined by SEM using a
Philips 505 microscope with computer enhanced imaging.

RESULTS AND DISCUSSION

The molecular structure of the 2:1 complex of trimethylamfne to aluminum
hydride is depicted in Figure 1. The trimethylamine ligands are used to
stablize the highly reactive aluminum trihydride species and other alkyl
substituted amines may be used for this same purpose.

N

HH

N

Figure 1

Molecular structure of the trimethylamine aluminum hydride (TMAAH) species
used for the laser-induced deposition of aluminum. The 2:1 complex is depicted
without the methyl groups on the amine ligands,

Lines of aluminum were deposited under varying conditions of laser power, scan
velocity and onto various substrates. The ability to 'write' lines of aluminum
at rapid velocities was noted at several laser powers. Lines with resistivities

of 2 to 4 times bulk aluminum (2.7 pa-cm) were produced on S102/Si substrates,
independent of the scan velocity up to 150 pm/s. Using a smaller focal spot
size (3 pm), 2 om wide lines were formed at scan velocities up to 600 pm/s.
Several laser-deposited lInes were analyzed by SAES. In general, the top-surface
was highly oxidized from environmental exposure and contained some carbon.
Argon Ion sputtering to 200 A revealed relatively clean aluminum (95 to 97
at. %). Some oxygen content was noted, but was believed to arise in part from
the S102 surface (silicon peak is observed) and in part from the surface
roughness of the aluminum lines, which may cause uneven sputter etching. As
can be seen in Figure 2, the laser-deposited lines formed on S102 over silicon
have a rough surface morphology and are highly crystalline. Limited analytical
data indicates that the deposit resitivity correlates with the deposit purity.
An aluminum line with a resistivity of 7.4 pa-cm was found to be 97% aluminum,
while a line with a resistivity of 14.2 po-cm was 95% aluminum after depth
profiling to 200 A with oxygen being the only impurity observed.
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Figure 2

Scanning electron micrograph of a laser-deposited aluminum line produced from
TMMH. The line thickness is 3.6 gm with a calculated resistivity of 7.2 Afl-cm.

The high volatility of TMAAH (2 Torr) affords rapid rates of deposition
and enables rapid scan velocities to be used. At this time, the rates of
aluminum deposition are believed to be mass-transport limited and further
detailed experiments are underway. Thus, after heterogeneous nucleation, the
rate of diffusion of TMAAH to the laser-heated reaction zone may be the
rate-limiting step.

Scanning electron micrograph of aluminum line deposited onto polyimide from TMAAH.
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The laser-induced deposition of aluminum onto polyimide films has also
been demonstrated. The aluminum lines formed on this substrate have been found
to possess smaller grain sizes (Figure 3) than the deposits formed on S102
on silicon substrates. This is presumably due to the lower laser powers
required for deposition onto polyimide without damage. Also, at low laser
powers and fast scan velocities, the formation of periodic line structures is
observed. These structures are produced because of the much higher surface
reflectivity of the thin, aluminum deposits relative to the polyimide sub-
strates. At the low laser powers, the surface temperature decreases with the
increasing thickness of the reflecting aluminum deposit and deposition stops
(103. Oeposition begins again as the focused laser beam encounters a fresh
absorbing polyimide surface. This cycling of surface temperature results in
the formation of periodic aluminum structures on polyimide.

The laser-induced deposition of aluminum has been extensively explored
through the use of trialkyl aluminum complexes. In general, the trimethyl and
triethyl complexes yield poor quality deposits. On the other hand, triisobutyl
aluminum (TIBA) has been utilized to produce pure aluminum films by CVD [11]
and by a clever two-step, laser process [12]. TIBA decomposition is believed
to occur via p-hydride elimination, forming a surface-adsorbed diisobutyl
aluminum hydride species [13]. The formation of aluminum hydride species were
also implicated by Zhang and Stuke [14] as being important for the production
of pure aldminum films in photochemically initiated deposition from several
trialkylaluminum complexes. Recently, dimethyl aluminum hydride (DAH) [15]
was used to prepare pure aluminum films by high-power UV laser-induced
decomposition. Although both photo and thermal effects are important in the
latter work, the use of the aluminum hydride precursor appears critical to
achieving pure films of aluminum. Further evidence supporting the importance
of aluminum hydride species in producing pure aluminum films is demonstrated
in this study via the pyrolytic decomposition of TMAAH.

CONCLUSIONS

The laser-induced deposition of high purity aluminum has been achieved
through the use of trimethylamine aluminum hydride (TNAAH). This precursor is
volatile, non-pyrophoric and yields high purity, highly conducting aluminum
deposits under a variety of process conditions on Si02/Si and polyimide
substrates. The hydride structure is believed to be an important factor in
the formation of pure aluminum films. The volatility of TMAAH affords rapid
rates of deposition and enables rapid 'writing' velocities to be realized.
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ABSTRACT

Two relaxation techniques are described, both of which use surface temperature modulation
as their basis. In these techniques, modulation of laser light intensity results in a modulation
of surface reaction rates. The first technique, a diffusive transport relaxation technique, has
been developed to study the chemical reactions occurring under the high pressure conditions
used in laser-induced chemical vapor deposition. Perturbation of the reaction rate in a high
pressure reactor produces transients in the gas phase reactant and product concentrations ror
the case of gas phase transport-limited deposition. The product species are differentiated fron,
species formed from the reactant during ionization and fragmentation due to the phase-sensitive
nature of the detection scheme. The system response is examined theoretically by examining
the response of the gas phase reactant and product concentrations to the modulated surface
reaction. The second technique is a new technique which has been developed for obtaining
detailed information concerning reaction energetics and pathways of elementary surface reac-
tions. This technique also employs a laser to generate a surface temperature modulation. The
laser light is incident on a pure metal film which is mounted within an ultra high vacuum
chamber. By modulating the laser intensity, the surface chemical reaction rates are modulated.
The combined use of surface temperature modulation and appropriate linearization methods
allows a quantitative analysis of the overall reaction energetics to be made. and is used here
to investigate the surface processes in a thermal laser-induced reaction.

INTRODUCTION

The surface chemical reactions which occur during laser-induced chemical vapor deposition
determine the purity of the deposit and the deposition rate, two characteristics which determine
the usefulness of a particular reactive system[l]. lligh pressures, on the order of I to 1000
Torr, are needed in many cases in order to achieve the rapid surface reaction rates which are
required in a number of practical applications[2]. Under these conditions, a number of physico-
chemical processes can influence the laser-induced surface reactions. The high deposition rates
can result in a surface reaction rate limited by the flux of reactant from the gas phase to the
heated region of the surface. A further complication is that reactions can occur both on the
surface and in the gas phase. Thus, in order to study laser-induced reactions which occur in
the high pressure regime, the influence of gas phase processes such as diffusion and chemical
reaction on the surface reactions must be uiidcrstood. In an effort to study laser-induced
processes under high pressure conditions, we have developed a technique in which the concen-
trations of ga phase species above a surface reaction zone are modulated by perturbing the
laser light intensity[3], and have used it for determining the products of laser-induced chemical
vapor deposition reactions.

In order to investigate the detailed elementary chemical processes which occur only on the
surface, a different experimental technique must be employed. The experiment in this case
again uses the surface temperature modulation to produce a perturbation in the surface reaction
rate, but in this case the perturbations in surface reaction rates result in fluctuations in the
scattered intensity of product molecules. The fluctuations are measured directly using a line-
of-sight detector. For the reaction tinder study, the mass balances of the adsorbed species are
formulated. These are given by the rate expressions describing adsorption, desorption. and
surface reactions. The set of coupled differential equations which describe the surface reaction
system are linearized about steady state values and combined with a linearized mass balance
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on the gas phase reaction products. "l'he system transfer finction developed in this way is
then compared to the experimentally determined input and output signals, and the validity of
the proposed kinetic model can be examined. The energetics of the elementary surface reactions
can be extracted directly from the experimental response using this surface temperature mod-
ulation technique.

EXPERIMENTAL SYSTEM

The experimental design for the high pressure experiment consisted of three difficrentially
pumped vacuum chambers. The high pressure chamber, to which the reactant gas was admitted,
contained the substrate which formed the interface between the high pressure region and the
high vacuum region. At sufficiently low laser modulation frequencies, the surface temperature
can be modulated thereby producing transients in the surface reaction rate which in turn result
in modulation of the reactant and product fluxes to the surface. At sufficiently high pressures,
the transients in reactant and product fluxes to the surface result in modulated reactant and
product concentrations in the gas above the surface. The beam passing through the aperture
enters a differentially pumped chamber which contains a quadrupole mass spectrometer. See
Reference 3 for a more complete description of this experimental apparatus.

In the experimentaldesign for the IJIIV scattering experiment, the reactant is admitted to
a heated metal surface mounted in a UIIV chamber (base pressure Ix I0"1 "'orr) by a collimated
molecular beam formed by either a multicapillary array or a nozzle apertured by a skimmer
(see Figure I). The reactant beam impinges on the surface and the scattered products are
detected with a quadrupole mass spectrometer. The product ions arc detected synchronously
with the laser light modulation, and are digitized to enable signal averaging. The experimental
apparatus also incorporates Auger electron spectroscopy and secondary ion mass spectrometry
to determine the surface composition before and after reactive scattering. In addition to laser
heating, the film can be resistively heated to determine the energetics of the desorption reactions
independently of the surface temperature modulation experiment.

UHV Chamber

/Ill ( QuadruPOle

ig r gun S e t oa s

Molecular Beam

iFigure 1. Schematic of UllIV Reactive Scatterng Apparatus.
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RESUI.TS AND DISCUSSION

High Pressure Exrperiment

The amplitude of the reactant signal from the molecular beam is proportional to the
change in the reactant concentration at the surface as the surface temperature is modulated.
Thus, the reactant signal amplitude can be obtained by solving the steady state diffusion
equation in spherical coordinates if the reactant and product concentration profiles reach a
steady state with respect to the temperature during each laser on cycle.

nAoA
1A - nA_-nA (a) +4Kn

Equation (I) gives the signal amplitude dependence on the surface reaction rate and total
pressure, where /A is the reactant signal asrrlitude, nA,_ is the reactant concentration far from
the deposit, nA(a) is the reactant concent.ation at the surface, Kn is the Knudsen number, and
a is the reaction probability[3l. For an efficient surface reaction (a -I) and high pressure
(Kn < < I), n(a) goes to zero when the laser is on, while the sampled reactant concentration is
equal to nA(a)=nA_ when the laser is off. If a phase sensitive detector, such as a lock-in
amplifier is used, the signal amplitude will be proportional to the gas phase concentration far
from the deposit, 1A - nA_. This situation can be achieved experimentally by operating at
sufficiently high pressures and laser powers since Kn is inversely proportional to the total
pressure and a is usually an increasing function of the laser power. It is difficult to obtain
information about the details of the surface chemical kinetics since the signal amplitude 1A
does not depend on a for these conditions. However, the time to approach steady state during
each laser pulse can provide information about the time for the surface temperature profile
and the gas phase concentration profile to reach a steady state. In addition, this case provides
the strongest reactant and product signals and as a result is the most useful operating regime
for determining the product distribution.

Equation I shows that For sufficiently large KnIa, the reactant signal 1A from a phase-
sensitive detector is proportional to 3nA4 ta/4Kn. In practice, this behavior can be obtained
for sufficiently low pressures and low laser powers. In this regime, the reactant signal depends
on a, but signal amplitudes are weaker than for the case of diffusion-limited operation. Indeed,
in the limiting case of Kn / a > > I, the reactant concentration at the surface during reaction
is always nearly the same as its concentration far from the deposit and no signal should be
observed.

The amplitude of the product signals is related to that of the reactant signals through Eq.
2. The concentration of a product (C) at the surface can be obtained as long as the reactant
and product concentrations are much less than the buffer gas concentration. For the case
where the laser modulation frequency is suffiiently low to allow a steady state product con-
centration to be achieved during each laser on cycle, of the product/buTffcr gas system. The
product signal amplitude is proportional to the concentration of the product at tile surface
when the laser is on,

n, 4a)= DAR( n (2)

I
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and iJr- (DAB / DCB) 'A for all KnI a, where D(R is the binary diffusion cocficient. Thus the
product signal amplitude is different from the reactant signal amplitude because of the factor
DA8I DC and should exhibit the same dependence on the reactant and total pressures and
laser power and modulation frequency as the reactant signal amplitude. Equation 2 shows that
for a sufficiently high reaction rate and total pressure, the reactant concentration near the
surface goes to zero when the laser is on and a negative signal (out of phase with the laser
light) is obtained for the reactant. Similarly, the concentration of product at the surface
increases to some value when the laser is turned on and a positive signal (in phase with the
laser light) is obtained for the product. Thus, the signs or phases of reactant and product
signals are opposite. This suggests that if the parent molecular ion can be detected, product
and reactant signals can be differentiated.

The predictions of the theory for the dependence of the signals on the total pressure and
reactant partial pressure can be compared to the experimentally observed dependences for the
case of gold deposition using Me2Au(hfac). Transient signals were observed due to modulation
of the laser light for sufficiently high pressures and laser powers (small Kn / a) as expected
theoretically (Eqs. I and 2). Both reactant and product signals were observed (see Figure 2).
Since the products undergo many collisions prior to being sampled by the orifice, the product
distribution can be influenced by reactions occurring in the gas phase. The ion signals can be
used to deduce the identity of the desorbed product species formed by the surface chemical
reactions since theory predicts that reactant and product signals will he opposite in phase. This
is important for complex precursor molecules such as Me 2Au(hfac) which can fragment during
ionization in the mass spectrometer to form species identical or similar to reaction products.

Figure 2 compares a spectrum from m/c 70 to 230 obtained with this technique (top
spectrum) and a reference mass spectrum of Me 2Au(hfac) in the same mass region obtained
in the absence of surface reaction (bottom spectrum). The molecular ion signal is out-of-phase
with the laser light due to depletion of the gas phase reactant number density by surface
chemical reaction. The high m/c signals with the same phase as the molecular ion are daughter
ions of the molecular ion, and have been assigned by analogy to other metal acetylacetonates[4].

E

I I I I

70 90 110 130 150 170 190 210 230

m/e
Figure 2. Mass spectrum obtained during reaction with modulated surface temperature tech-
nique (top spectrum) and spectrum obtained in absence of deposition (bottom spectrum).
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The low m/c signal transients are derived mainly from reaction products and their daughter
ions. These transients increase in amplitude when the laser light turns on since the gas phase
concentration of these species increases as the result of production by surface chemical reaction.
An effect that can complicate the interpretation of a mass spectrum is that the intensity of a

product ion can have two sources: the product ion itself and daughter ions of the reactant an l

other products. Since the product and reactant signals have opposite phases, the product ion
signal intensity can be reduced or possibly inverted depending on the relative intensity of the

sources. Thus, complete reactant and product mass spectra must be obtained in order to
determine quantitatively the product distribution.

UIIV Reactive Scattering Experiment

The general theoretical formulation for this experiment has been described recently by
Engstrom and Weinberg [5]. The measured responses for the reactive scattering experiment
are described by the transfer function G(p) For the reactions which are under investigation. The
detailed Form of the transfer function is dependent upon the rate expressions which describe
adsorption, desorption, and surface reactions. For the use of line-of-sight detection, the
scattered intensity RE() of the product molecules is measured. To relate this quantity to the
transfer function and the driving function (the surface temperature modulation), the detailed
mass balances on the surface species and the gas phase species must first be found. These
equations are linearized about their steady state values, and the Laplace transform of these
equations are evaluated. After combining transformed equations, the general form of the
equations are

R+ (p) = (,(p)7+(p) (3)

where p is the transform variable, 74 (p) is the input function, and Rt-p) is the output function.
By making the substitution p = ia for the transform variable, we can find the experimentally
measured quantities, the amplitude ratio AR(rd) and the phase difference 0(o) of the input and
output functions, which are given by

A R(co) = IG(io)l O (w) = arg[G(hi0)]. (4)

The technique therefore involves finding the specific forn of the transfer function For the
specific class of surface reaction being investigated.

It is useful to restrict the scope of this discussion to the particular class of surface reaction
which we have chosen to study, the surface reactions of aluminum alkyls. These molecules
have in some cases been shown to deposit pure aluminum [6], and are also useful in the
formation of compound semiconductors [7]. The experiments which establish the rate equations
are described first for the dissociation of AI(C11 3)3 on aluminum surfaces, and the class of
surface reactions and the transfer functions are then described.

The reactant beam is composed almost entirely of the dimer of AI(CI 13)3 at room temper-
ature. The scattered product species from the dimer molecular beam which we have identified
are (114, (113 (methyl radical), and the monomer A((7ll3)3. Temperature programmmed
desorption experiments were carried out in order to establish the temperatures which are
relevant to each specific reaction channncl. These experiments were performed in tile UIIV
chamber on a clean aluminum surface, using a linear temperature ramp of 16K/second. The
C!14 and CI13 signals increase in intensity starting at 350"C to 400WC, and continue to rise up
to the highest temperature achievable on the aluminum surface. The signal from A1(CI 13)3
has a completely different behavior and the rate of desorption of this species has a maximum
at 39±2VC and is shown in Figure 3. The signal observed (m/c 57) corresponds to a signaljfrom the monomer AI(CI13)3 and not the dimer (Al(CI 3).0 2. This is determined by observing
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the signal intensity of m/e 129, which shows no temperature dependence in this region (see
Figure 3).

m/e 129

0 75 150 225 300
Surface Temperature (°C)

Figure 3. Temperature programmed desorption spectrum of product ions m/e 57 and 129 after
dosing Al surface with (TMA)2.

T"he surface temperature modulation experiments were performed in the pressure range of
I0 "8 to 10- 7 Tort. Each scattered product species displays a modulated intensity which is time
correlated with the surface temperature modulation..The signal intensity as a function of time
for mfe 57, the ion signal which corresponds to the Al(C."13) 3 monomer, are the result of the
dimner unimolecularly reacting on the surface to form the monomer or Al((CI 13)3. The product
is trapped in this cave for a significant period of time with respect to the average residence
time of the reactant on the surface and the modulation period or" the temperature forcing
function. The subsequent analysis will be concerned with only this reaction channel and not
with the higher temperature C114/CI13 reaction channel. In order to compare these signals to
an experimentally predicted signal, the transfer function for this case must be obtained.

A limiting form of the system transfer function can he obtained if a number of simplifying
a-.-umptions are applied[5], These assumptionq are approximations to the parameters involved,
but are physically realistic for this case. They are (i) the adsorption reaction of the reactant
is essentially independent or coverage and surace temperature with respect to the desorption
and surface reactions; (ii) both the desorption of the reactant and the surface reaction are first
order; and (iii) the rate parameter; arc independent of coverage. T'he transfer function has the
form

CC

where
,+

C k) tr)- , h (,),./";

I G'f)= I [ lli{ Surface Tem-erat-re L /J

Figue 3.Temeratre pogrmmeddesoptin spctru ofpuc ioa rnc5 ad19 e
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The data has been acquired as a function or steady statc temperature, and agree; reasonably
with the temperature dependence of this form of the transrorm function, using energies which
have been either measured or can be well approximated.

SUMMARY AND CONCLUSIONS

Two experimental techniques have been developed to investigate laser-induced surface
reactions. The first allows the rapid and simple identification of reaction products from a
laser-driven, thermally activated surface chemical reaction carried out at high pressures, typical
of the conditions which are most useful for high deposition rates. The second technique is
useful for studying surface reaction dynamics in detail, in that elementary surface reaction
parameters can be evaluated in a straightrorward manner.
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LASER DEPOSITION OF GOLD
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ABSTRACT
Metallic gold was deposited on several different substrates by laser pyrolysis of a gold-

containing ink. The gold was deposited in the form of lines by translating the substrate
during laser pyrolysis; linewidths ranged from 10 pm to 1.5 mm. This process was performed
in open air. Prior to annealing, the films contain 40 to 50 % carbon impurity and the
resistivity is extremely high. After a 1 hour anneal in air, the carbon content is reduced to
<5 %, and the resistivity is reduced to roughly 13 times bulk gold. Further improvement
may be possible with a different annealing schedule.

INTRODUCTION
The field of laser direct-write metallization has received a great deal of attention lately

due to the prospect of maskless pattern generation for integrated circuit fabrication or repair.
Laser deposition of Au has been demonstrated previously[1-14]. Indeed, the literature in this
area is so extensive that we can not attempt to review it here. However,in order to distinguish
the present work from that published previously, it is helpful to categorize the different
types of laser deposition of metals. One method of categorizing laser-induced metallization
is based on the type or phase of precursor used. We use the term precursor here to
mean the metal-containing species from which the metal is deposited. Many experiments
utilize an organometallic compound which may be a liquid or a solid at room temperature.
Typically,[2-7 the precursor is held at a fixed temperature and the small but finite vapor
pressure is admitted into an evacuated cell where the deposition is conducted. This points
out the difficulty of potential scaleup of these types of laser deposition, namely the need for a
cell or chamber. In addition, maintaining deposit-free windows is often a problem. Another
category is experiments where metals are deposited from electrolytic plating solutions using
laser usist.[13,14] Lately, much attention has been devoted to laser deposition from thin
metallopolymer films,[8,91 a technique which can be accomplished in air without the need
for a vacuum cell. Closely related to this is laser deposition from metal-containing inks.[1]

Another method of categorizing laser metallization experiments is based on whether the
deposition mechanism is predominantly photothermal (pyrolytic) or photochemical (pho-
tolytic).[151 The advantage of deposition using the photolytic mechanism is that the thermal
stress to the substrate is not as severe as in photothermal deposition. However, the thermal
stress may not actually be too damaging in cases where the linewidth is small and a large
fraction of the thermal energy is generated and dissipated above the substrate within the
gaseous or liquid layer containing the precursor. In addition, photolytic type precursors are
often more difficult to handle due to their sensitivity to room light. Finally, photothermal
deposition rates often exceed photolytic rates by several orders of magnitude.[15]

In the present work, we discuss deposition of gold from a gold-containing ink on various
substrates. Gold was deposited on glass and quartz using a CO2 laser and on Si, alumina,
brass, sapphire, and SrTiO3 using an argon laser. We believe the mechanism to be largely
thermal in both cases, involving heating of the substrate and subsequent decomposition of
the ink in the case of the CO2 laser. In the case of the argon laser, the beam is absorbed
directly by the ink which decomposes, leaving a gold film. Although this study is an extension
of previous work by Jan and Allen[I], Fisanick, Gross, and coworkers[8,9], and Houlding et

/L[10,11] we used a different gold-containing ink, worked with several additional substrates,
and characterized our resulting films extensively.
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Figure 1. Block diagram of the experi- Figure 2. Transmission spectrum of thement. gold-containlng ink.

EXPERIMENTAL
The laser direct-write deposition experiments were conducted in the geometry shown in

Fig. 1. The substrate was mounted on a xy translator driven by a constant velocity actuator.
Translation speed was controllable between 32 and 320 jm/s, allowing localized temperature
regulation and thus precise patterning. Heating was provided by a beam from either a CO 2
laser or argon ion laser focused and directed normally onto the substrate. The CO 2 laser
was a GTE Sylvania Model 950 which was operated typically at 0.2 to 1 Watt power. The
argon laser was a Spectra Physics Model 171 tuned to the 514.5 nm spectral wavelength line
with up to 3 Watt power. A 10 cm focal length lens was utilized for the argon beam and a
25 cm focal length ZnSe lens was used for the CO2 laser beam.

Although a variety of substrates were used, the surface preparation of each was quite
similar. The gold ink solution[16 was diluted 50/50 by xylene and dropped onto the sub-
strate. Some redistribution of the drops was required to achieve a fairly uniform coating of
ink. The sample was then translated under the laser beam in air, decomposing the ink and
leaving a gold film. The residue left behind was washed away with xylene.

Resistance measurements were performed utilizing a standard 4-point probe technique.
Electrical contacts between the gold stripes and 2 ril platinum wires were made with silver
paint baked at 60 *C for 5-10 minutes. Voltages were measured at various dc currents which
were reversed at each measurement to eliminate thermal and other background voltages.
Resistances were determined by averaging the voltage divided by current for the forward
and reversed current directions. Resistances at 77 *K were measured by immersing the
samples in liquid nitrogen.

RESULTS AND DISCUSSION
Gold In
The gold ink used here[16] was a proprietary mixture of an unknown organometallic gold

compound and various solvents, resins, and oils. Briefly, the ink contains 8 to 10 % gold
by weight, and 62 % solvents by volume. Lower concentrations of Fe and Bi have also been
detected.

Fig. 2 shows a visible transmission spectrum of the ink, where strong absorption in
the blue is found. The 488 and 514.5 nm lines from the argon laser are both strongly
absorbed. Converting this data into an absorption coefficient requires an accurate value for
the thickness of the liquid layer which we have not yet been able to determine. Likewise,

• mL m m mmmm mm mm mm m mm mm mm ..
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(a) Sputter Depth (n)

A.
A.

Temperature (*C)

(b) Sputter Depth (on)
Figure 3. Thermal gravimetric analysis Figure 4. ESCA depth profile (by ion

of gold ink. sputtering) of Au film: (a) as-deposited
(b) annealed at 425 *C for I hr. in air.

10.6 1m radiation is absorbed by the ink, but we do not yet have an absorption coefficient
for the same reason.

Fig. 3 shows a thermal gravimetric analysis (TGA) of the ink. This first wave in the
TGA shows rapid weight loss at low temperature which could be due to both turpentine and
perchloroethylene evaporation. The second wave is probably due to evaporation of cyclohex-
anol, commencing about 160 "C. The last wave may well be decomposition of higher boiling
components as well as the organometallic, which typically decompose at higher temperatures
such as in this 275-470 *C range.

Substrates

We demonstrated deposition on several different substrates, many of which have different
potential applications. Deposition of fine gold lines on Si may be important for integrated
circuit interconnects and contacts. Conducting lines on alumina have potential use in hybrid
circuits. Gold conductors on sapphire and SrTiO3 may be useful for connecting to high T4
superconductors for resistivity measurements and for future circuit applications. Finally, we
demonstrated deposition on zinc and brass since gold is commonly used on electric contacts.

COj Laser Deposition
With the CO laser, gold was deposited on glass and quartz substrates. In these cases,

we were not attempting to write fine lines, but rather desired lines on the order of 1 mm
wide which would be used for characterization. Here, the thermal decomposition was quite
obvious since a "bow wave" preceded the beam and a gold colored film was left behind. The
best results have been obtained with ink layers that are not completely dry. Ink films that
are either too dry or too thick seem to only partially decompose, leaving bubble-filled resin
along with some gold. Quantification of the optimum thickness will be attempted in the
future as well as spin-depositing the liquid ink to improve uniformity.

Figure 4 (a) shows a depth profile of the film before annealing obtained by x-ray photo-
electron spectroscopy with ion sputtering and Figure 4 (b) shows it ater annealing at 425
*C for 1 hour. Before annealing, the film contained 50 to 60% gold with carbon as the main
impurity, as well as some Bi. After annealing, the film was roughly 95% gold.

X-ray diffraction of the annealed gold film showed only fcc gold to be present, and the
lattice parameter derived matched the handbook value for gold within 0.09 %. An x-ray
analysis of the unannealed film showed the same peaks, but less intense than the annealed
film. Tiis is probably due to partial disordering from the impurities present (mainly C).
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SEM analysis of the films revealed a granular morphology with very prominent cracks

near the edges of the film. However, the cracks did not appear to be present in the center
of the films. A granular morphology in gold films has been observed previously[1l] and
attributed to the high interfacial surface tension between the gold and the glass as well as
the high surface mobility of gold.

Determination of the thickness of the films proved to be a difficult task. Stylus profilom-
etry was unsuccessful due to a slight sag in the center of the films due to softening of the
glass by the CO 2 laser beam. Thickness determination by XPS depth profiling was uncertain
due to lack of a suitable standard for sputtering rate of thin gold films. Optical transmission
measurements were complicated by lack of an accurate value of the index of refraction of
contaminated gold fims and by microcracks in the films. Thickness measurements by elec-
tron microprobe scans[17] across the films finally revealed a thickness of the order of 300
A. The ultimate thickness of the gold films that can be achieved is not yet known. It is
expected that the film thickness will ultimately be self-limiting since the reflectivity of Au
at 10.6 pm is > 99 % for bulk gold. The reflectivity of thin films will depend strongly on
the film thickness, increasing as the thickness increases.

The resistance of an air-annealed film (AU1) and an as-deposited film (AU3) both at
room temperature and liquid nitrogen temperature were ohmic in nature over at least four
orders of magnitude of applied currents. Sample AU3 had a room temperature resistance of
5904 f and decreased to 4928 fl at 77 'K. Sample AU had a resistance at room temperature
of more than two orders of magnitude lower, 39.1 0 and dropped to 30.3 f at 77 *K. The
dimensions of the films were 0.095 cm wide by 0.732 cm long by 250 A thick for AU3 and
0.15 cm wide by 0.673 cm long by 320 A thick for AU1, giving resistivities of 1.9 x l0 3 pflcm
and 28 pfcm for samples AU3 and AU1, respectively, at room temperature. The resistivity
of the sir-annealed film is hence about 13 times the resistivity of bulk gold, 2.214 p0 cm.[18]
A measure of the thermal coefficient of the resistivity for these gold films is given by the
ratio of the room temperature to the low temperature resistance. This ratio is 1.2, 1.3, and
4.85 for AU3, AU1, and bulk gold, respectively. Both the lower resistivity and the larger
resistance ratio for the annealed film AUl are consistent with substantially less disorder
in the annealed film compared to the as-deposited film. Another possible source of high
resistivity could be the thinness of the films. However, by considering the dependence of the
resistivity on thickness and electron mean free path[19] , we estimate that the contribution
to the resistivity from the thickness is only on the order of 1 /cm. Hence the main source
of resistance in the films is impurity and disorder. Further improvement in resistivity may
be possible through optimization of the annealing schedule.

The only measure of adhesion we have at this time is the scotch tape test. The gold films
on glass and quartz passed the test repeatedly; it was also found that the tape helped remove
some of the resin residue at the edges of the gold film. The films on the other substrates
were less adherent; in general they passed the test in some regions but did not adhere in
others. We believe that this is at least partially due to the fact that we did not pretreat or
clean the substrates prior to deposition.

Aron Laser Deposition

Figure 5 shows an optical micrograph of lines deposited on Si using the argon laser at
3 W with the sample translated at 320 pm/s. It can be seen that the edges of the gold
line are reasonably sharp and that the film is free of ripples. Some of the residue that did
not get removed in the xylene wash can been seen clinging to the edge of the film. A more
vigorous wash with the solvent is expected to remove the residue. We expect that lines more
narrow than 10 im can be deposited with a more tightly focused beam. Jan and Allen[]
have shown that film widths considerably smaller than the laser diameter can be deposited
due to the nonlinearity of the process.

I I
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Figure 5. Optical micrograph of gold Figure 6. Temperature versus translation
lines deposited on Si. velocity calculated for a CO2 laser beam

on quartz. Laser parameters: R=0.01

Laser Pyrolysis of Ink cm, P=0.6 W.

In this section we discuss a tentative mechanism for the deposition, namely pyrolysis of
the gold-containing ink. We are describing the deposition of gold on quartz or glass by the
CO 2 laser since the substrate in this case absorbs the beam. As stated above, the ink also
absorbs the C02 laser radiation. However, the heating of the ink and substrate seems to
cause a forced convection current in the ink that effectively thins the ink ahead of the beam.
Based on the ratio of densities of gold (19.3 g/cc) to the ink (roughly 2 g/cc) and the final
gold layer thickness of 300 A, we estimate that the ink layer thickness prior to decomposition
is 3000 A. The absorption of the CO 2 by this thin layer of ink compared to that by the
substrate is estimated to be small. Thus, for simple modeling purposes, the ink absorption
will be ignored. The goal here is merely to calculate the surface temperature of the substrate
and show that it is high enough to decompose the ink.

We follow the procedure of Cline and Anthony[20], assuming a semi-infinite solid and a
laser beam moving with velocity v. For a gaussian beam of total power P and spot radius
R,

Q = 2 -r e -2 / 2 R )'

where
r 2 = (Z _ vt)

2 + y2

the temperature rise T(z, y, z,v) at point z,y and depth z is given by

P(1 " R'fo l e-I((s+t)2+y2)(2R3+4Dt)-+ t]

T(z,YC JZ) = 1 (2R2 +4Dt)

where p. is the density, C is the specific heat, and D is the thermal diffusivity and R. is the
surface reflectivity. Note that this expression was derived assuming complete absorption of
the radiation at the surface of the solid. It would therefore be valid for the materials that 4
have a large absorption coefficient. We have evaluated this txpression using the IMSL routine AA

QDAG to perform the integration. A resulting plot of temperature at the surface versus
translation velocity is shown in Figure 6, for thermal properties of quarts and 0.6 W of C02
laser power. As expected, the peak temperature decreases slowly with increasing velocity,
since the thermal diffusion length is greater than the distance moved in this velocity range.
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At the velocity used in the experiment, 320 im/s, the peak temperature rise calculated is
585 *C for 0.6 W. From the TGA analysis of the ink (Fig. 3), this temperature should be
sufficient to decompose the ink. In fact, from Fig. 6, substantially higher writing speeds
should still decompose the ink.

Note that this assumes that the peak temperature of the ink is the same as that of
the substrate. This probably is not quite true due to thermal diffusion, but the thermal
conductivity and heat capacity of the ink are not known presently, so that a calculation of
the peak ink temperature is not possible at this time.
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ABSTRACT

An investigation is reported of the laser surface .cladding
of an alloy of nominal composition Ni-4Fe-3OCr-6AI (wt%) on a
mild steel substrate, using a continuous powder feed of the
elemental powder mixture into the melt pool. The effect of
laser processing conditions has been investigated in relation
to clad dimensions, bonding, dilution level, hardness and
microstructural features. A 2 kW CW CO2 laser was used working
at 1.6 kW power and 2.5 mm beam diameter at different traverse
speeds ranging from 1.8 to 25 mm/s: clad layers were produced
in the range of 0.15-3 mm thick. Fine microstructures were
obtained (corresponding to the rapid solidification rates).
Good metallurgical bonding was observed between the clad layer
and substrate within the range of specific energies, 50-130
J/mm 2 . For all the conditions studied, no cracking was
observed in single tracks; low specific energy conditions gave
little porosity.

INTRODUCTION

The availability of high power lasers in recent years has
led to a range of applications in materials processing,
including the field of surface engineering. Surface alloying
and cladding have been investigated using prealloyed powders on
mixtures of elemental powders e.g (1). The objectives of these
investigations include the attainment of improved surface
properties such as resistance to corrosion and wear. Control
of the dimensions, structure,and properties of the processed
layers (tracks) is achieved by control of laser parameters
(power, traverse speed, and beam diameter) and of powder
composition and feed rate.

Lasers have also been used to deposit ceramic clad layers of
zirconia based material by continuous powder feed (2), and to
surface melt ceramic layers predeposited by plasma spray
techniques in order to seal some of the porosity (3).

In superalloy technology for gas turbine components, there
is currently extensive interest in the application of coatings,
including both metallic alloys and ceramics, by plasma spraying
(4)- MCrAIY coatings (where M can be Fe, Ni, Co or
combinations of these elements) confer protection from
degradation by oxidation and hot corrosion (5). They may also
be applied to superalloy substrates to produce a base
(intermediate layer) on which a ceramic insulating layer can be
deposited.

Recently a CO 2 laser has been used to remelt as-cast
NiCrAlY (6). It was found that the microstructure after laser
melting consists of two phases, intermetallic NiAl (jphase)
and Ni solid solution (W phase).
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In another investigation (7), laser clad layers of FeCrAIY
and CoCrAIY were produced using preplaced powder on a stainless
steel (type 304) substrate. Complete melting of the coating
powder was achieved with metallurgical bonding to the substrate
and excellent oxidation resistance. However, the compositions
of the clad layers were not uniform and microcracks were
observed in the CoCrAlY coating.

The present investigation has explored the feasibility of
producing a clad layer of a M-30Cr-6A1 (nominal wt%) type alloy
by laser cladding on a mild steel substrate, using a mixture of
elemental powders. M consisted predominantly of nickel
(nominal 60%) but a small addition of iron was incorporated
(nominal 4%); yttrium was not included in the alloy.

EXPERIMENTAL PROCEDURE

A mild steel substrate in plate form was used and the upper
surface was sand-blasted prior to laser treatment to improve
the absorbtivity. The cladding powder was a mixture of pure
nickel, chromium, aluminium and iron. The analysed composition
of the powder mixture was (wt%,) Ni 60, Cr 30, Al 6 and Fe 4:
(at%). Ni 54.3, Cr 30.3, Al 11.65 and Fe 3.75. This was
continuously fed into the laser melt pool generated in the
substrate which was traversed relative to a 3 mm diameter laser
beam at speeds in the range of 1.8 to 25 mm/s. The powder feed
rate was 10 g/min. Single and partially overlapping tracks
were produced. The laser used was a 2 kW CW CO 2 type (Control
Laser Ltd) operated at 1.6 kW. During processing, interaction
with the environment was reduced only by an argon flow through
the laser nozzle; no special shielding "dome" was used.

The single tracks were sectioned and metallographically
examined. An etching solution consisting of lOml HNO 3 + 30 ml
HCl + 20 ml glycerol was used for microstructural studies by
optical and scanning electron microscopy. Microhardness
measurements were made using.a Leitz Miniload 2. Compositional
analysis was carried out by electron probe microanalysis (EPMA)
using a JEOL JSM 35 instrument. The phases present were
determined by X-ray diffractometry from part-ally overlapping
tracks.

RESULTS

Dimensions and Quality of Laser Clad Layers

Fig. 1 shows the effect of traverse speed at constant
power, beam diameter and powder feed rate on the dimensions of
the clad layer. The width of the layer changed relatively
little, lying in a range 1.7-2.3 nun, which is smaller than the
beam diameter. The height of the clad layer (measured from the
original substrate surface level) varied little from (0.5 to
0.3 mm) for traverse speeds between 8 and 12.5 mm/s, and then
increased in the speed range 3-5 mm/s to values of 1-1.4 mm.
The degree of dilution as measured from the area of substrate
melted (8) was small (around 10%).

Within the traverse speed range 5-12.5 mm/s there was good
bonding to the substrate (fig. la and b); however, at less than
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3 mm/s the clad tracks were discontinuous (fig. lc). Optical
microscopic examination of the surface of clad- tracks
produced at speed from 5-12.5 mm/s did not detect any cracking.
There was only a small amount of porosity, which .increased
with increasing traverse speed. However, cracking occurred in
overlapping tracks at speeds less than 5 mm/s: cracks mainly
started from the upper surface of the tracks.

a IlO00 Pm I b 1_00 
_ _ _

m  I C

Fig. 1 Clads produced at different traverse speeds (a) 12.5 mm/s, (b)
5 mm/s and (c) 1.8 mm/s.

Microstructural and Compositional Features

Microstructural examination and electron probe
microanalysis was carried out on a track 2 mm in height,
produced with a traverse speed of 3 mm/s. Substantial
variations in structure and composition were found as a
function of position in the track.

In the dilution region adjoining the substrate, the
microstructure appeared to be single phase as viewed by optical
microscopy, for a distance of 10-20 )Am (fig. 2a). This region
was characterized by a high iron content, as a result of
dilution from the substrate, with a consequent decrease in
content of nickel, chromium,and aluminium as compared with the
bulk analysis. The iron content at a distance of 10 Am from
the substrate was -55 at%, but decreased markedly with
increasing distance, e.g.,values of -16 at% and-7 at% were
obtained at distances of 60 )m and 100 pm, respectively.

At a distance of 50 )m from the bottom of the processed
zone, a fine-scale, two -phase structure occurred (fig. 2b).
Regions of dendritic morphology were present in a "matrix" of
eutectic type structure, the latter apparently being two-phase
in nature with interphase spacings of the order of a few
microns. ' The aluminium content of the dendrites was -12 at%,
indicative of nickel based solid solution(f).

With increasing distance from the substrate the structure
became predominantly eutectic (fig 3a), with an analysed
composition (at%) of 15 Al, 28 Cr; 2.5 Fe; balance Ni. Some
small phase regions of high Al content were also present; these
contained (at%): 37 Al; 20 Cr; 2 Fe; balance Ni consistent
with,$ phase (based on NiAl). X-ray diffraction examination of
overlapping clad layer (carried out at a central position
corresponding to the predominantly eutectic structure) showed
the presence of A and y phases; the eutectic structure is
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interpreted as consisting of P and J(. No superlattice lines

coresponding to Y" phase were detected, but this does not

exclude its possible presence.

\ \ a b
a __0'_M_ bI 3OuAMsubstrate I I ___O __

Fig. 2 Clad produced at 3 mm/s. Microstructures of clad region (a)
adjacent to substrate (Fe content 60 at% near substrate),and (b)

further from the substrate (average Fe content 12 at%).

JE

8 b
1 30Am i 1 30Am

Fig. 3 Clad produced at 3 mm/s. Mficrostructure of (a) central region
of clad zone: predominantly eutectic and (b) upper region of clad
zone.

The upper part of the track to a distance of 9.0 pm from the
top surface showed a different microstructure (fig. 3b). The
dendritic type phase contained -25 at% Al , indicating that it
was Y" (based on Ni 3 Al), but with a chromium content

substantially less than that of the bulk alloy. The aluminium
content of the matrix (-i0 at%), indicated that it was Y. The

small dark regions were not sufficiently large for EPMA. The

bulk analysis of this region showed a substantially higher
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aluminium and lower chromium content than that of the nominal
powder mixture.

The hardness was reasonably uniform throughout the clad
zone, at a high value of about 600 Hv.

DISCUSSION

The microstructural features indicate the attainment of
complete melting and alloying of the powder, followed by rapid
solidification; a cooling rate of the order of 102-10 C/ s is
anticipated from other work on laser cladding (9). The
compositional variations in the clad zone reflect the dilution
effect, taking iron from the substrate into solution in the
clad melt zone; significant solution of iron extends over a
distance of about 100 )m from the substrate. The decrease in
chromium and increase in aluminum near the upper surface may
result from selective loss of chromium by evaporation during
the final stage of solidification.

The microstructures can be interpreted in conjunction with
the analysis data by reference to the Ni-Fe-Cr-Al system
considering compositions (at%) up tc, 60 at% Ni, 60 at% Fe, 30
Cr, 15 Al; this range covers the bulk cladding mixture and the
modifications produced by dilution. The quaternary phase
diagram is not reported in the literature but certain features
can be deduced, based on liquidus and isothermal section data
from the constituent ternary systems: Ni-Al-Cr, Ni-Cr-Fe and
Ni-Al-Fe (10).

The Ni-Cr-Al system provides a good basis for interpreting
the undiluted alloy composition (containing only 4 at% Fe).
The phases for consideration are the fcc solid solution of Fe,
Cr and Al in Ni (V), the ordered cubic phase based on Ni 3A (M
and the ordered cubic phase based on NiAI A . All of these
phases show substantial solubility for chromium. The liquidus
includes the reactions: L + - r-L + V'--.--- +,8; LY+o ;L ;

The Fe-Cr-Ni system, in a range of elevated temperatures,
shows a complete series of solid solutions between chromium and
S-iron (bcc), and between nickel and Y-iron (fcc). The
structure shows a eutectic/peritectic reaction involving the
two solid solutions.

In the Ni-Al-Fe system, the phase FeAl shows complete solid
solubility with NiAl, and in the nickel rich region the
liquidus reactions involving y, Y' andA are of the same type
as in the Ni-Al-Cr system.

In the iron enriched regions near the substrate the
solidification sequence is interpreted as primary I , followed
by formation of the . + )( eutectic and this is consistent with
the phase diagram data. The main region of the clad material
appears to be of composition close to the,& + Y eutectic.

The high hardness observed throughout the clad layer (-600
Hv) is interpreted as deriving from the presence ofp and also
from fine scale (' precipation from supersaturated Vwhich is
expected to occur during cooling in the solid state.

CONCLUSIONS '-

1. Single clad tracks of Ni-4Fe-3OCr-6AI (wt%.) can be
successfully produced from a mixture of elemental powders in
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the range of specific energies 50-130 J/mm
2.

2. There is relatively small dilution from the substrate, and
freedom from cracking and significant porosity.

3. In the iron rich regions near the substrate the
solidification sequence is interpreted as primary X followed by
)9+ X eutecticj the central regions of the clad layers are
predominantly Y+ b eutectic.
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ABSTRACT

We compare duie approaches to excimer laser assisted growth of GaAs: 1) Film growth
is dominaed by gasphase photlysis of deposition precursor gases at 193 nm under low
pressure metal organic chemical vapor deposition (MOCVD) conditions. This approach
leads to rapid deposition at low substrate temperature, but with very low spatial resolution
(-cm). 2) Growth is controlled by laser induced pyrolysis of adsorbed triethylgailium
(TEGa) at 193 nm under metal organic molecular bem epitaxy (MOMBE) conditions.
Films grown under these conditions have the potential for high spatial resolution (i.e. sub-
micron), but geometric constraints in MEE conflict with the requirement of a short working
disumce between the lens and substrate, making it difficult to attain this limit 3) Area-
selective growth is controlled by laser induced pyrolysis of adsorbed TEGa at 351 nm (XeF
excimer laser) under low pressure MOCVD conditions. This approach combines the advan-
tage of laser controlled surface chemistry with the potential for much shorter working dis-
tances.

Selected area growth of GaAs occurs in this latter mode because TEGa dissociatively
chemisorbs at 400'C to form a stable layer which decomposes further under laser irradiation
to liberate hydrocarbon products. The Ga left behind on the surface reacts with As2 and
As4 (formed by pyrolysis of trimethlyarsine or triethylarsine in a side tube) to grow GaAs in
irradiated areas. Since the gas does not absorb at 351 nm the process is highly area-
selective. Patterned films with feature sizes of -70ILm (limited by the mask dimensions)
were grown by this method. Interference between the incident beam and light scattered
along the surface also causes a substructure of parallel lines to form on the features with a
line spacing about equal to the laser wavelength 0.351m. This indicates that the ultimate
spatial resolution is comparable to that predicted by thermal diffusion calculations (-0.3tm).

INTRODUCTION

Selected area growth of rn-V semiconductor films would simplify the fabrication of
complex integrated optical devices. Consequently, there has been considerable interest in
using lasers to stimulate growth. - 1° Previously, we have deposited InPl' 2 and GaAs3"4 by
low pressure photo-induced MOCVD from group-rn1 and group-V methyl compounds. In
those studies, the ArF excimer laser was chosen as the photolysis source because the laser
wavelength (193 nm) overlapped strong gas-phase absorption to dissociative states in both
the group-rn and group-V sources.' 12 Photodissociation in the gas phase resulted in growth
of epitaxial films at low substrate temperature. Irradiation of the surface improved crystal-
linity and decreased the carbon incorporation rate. However, film growth was not area-
selective, i.e. material grew in regions adjacent to where the laser irradiated the surface.
This is because photodecomposition products generated in the gas phase diffuse large dis-
tances (i.e. -1 cm) before reaching and sticking to the surface.

Control of the growth rate by laser initiated surface (rather than gas phase) chemistry is
necessary to achieve high resolution, selected area growth. More recently, 13 we have shown
that ArF excimer laser irradiation can enhance the rate of growth of GaAs in metal-organic
molecular beam epitaxy (MOMBE), resulting from laser induced decomposition of an
adsorbed layer. Subsequent X-ray photoelectron spectroscopy (XPS) studies showed that
decomposition of the chemisorbed triethylgallium (TEGa) layer was a result of pyrolysis
caused by pulsed laser induced transient heating. 14 Consequently, it should also be possible

RU. ft.. 8"c. Sym. Pmo. Ves1. i I uasI.k As"We $WIet
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to induce selected area growth of GaAs in a higher pressure MOCVD environment (com-
pared to MOMBE) by choosing a wavelength which is absorbed by the GaAs substrate, but
not by gas phase TEGa. Selected area growth by pattern projection is more easily carried
out under MOCVD conditions, than under MOMBE conditions, since the objective lens can
more easily be positioned close (i.e. -2cm) to the substrate surface. Pattern projection has a
large advantage over direct laser writing in that it is a parallel process, i.e. features grow
simultaneously over a large (-I cm2 ) area. In this paper we describe growth of GaAs under
conditions where growth results from laser stimulated reactions occurring either in the gas
phase, or on the surface. With proper choice of conditions (i.e. pressure and laser
wavelength), surface reactions can be enhanced, and gas phase reactions suppressed, result-

ing in selected area growth of GaAs.

DEPOSmON CONTROLLED BY GAS PHASE PHOTOLYSIS

These experiments have been described in detail elsewhere. 3 4 Briefly, the deposition
system consisted of a multiport stainless steel chamber and gas mixing manifold.
Trimethylgallium (TMGa) and trimethylarsine (TMAs) flows were mixed with He and H2
carrier gas and window purge gas and flowed over the substrate. The GaAs(100) substrates
were irradiated at normal incidence with -15ns pulses from a 193 nm ArF excimer laser.
The 0.5 x 1 cm rectangular laser beam passed through roughly 4 cm of gas before reaching
the substrate. Semi-insulating, undoped GaAs(100) (10"t1-cm) substrates were used. Pol-
ished substrates were degreased, etched, and rinsed in deionized water. Cleaned samples
were mounted on molybdenum sample holders and placed in a load-lock chamber that is iso-
lated from the growth reactor by a gate valve. Samples were then transferred into the
growth chamber and heated to a temperature of between 100 and 500"C

The absorption spectra of TMGa and TMAs arm shown in Figure 1. At 193 rn, the
wavelength of the ArF excimer laser, both gases absorb stronrfy (cross sections of
2.62x10 1 7 and 4.46x10 17 cm2 , for TMGa and TMAs, respectively). 2 The energy of a 193

(CH3)3 As

.4
A"

WAVr.ETN 1m)

Fig u r e I R o o m t e p r t r a b s o r p ti o n s p e c ra o f ri m e th y lg a Zl i u m --) a n d ri m e th y -

larine (.._.). Pressure0.30 Tor, pathlength7.5 cm. From reference 12.
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am photon (6.42 eV) exceeds the enery required to break two Ga-CH3 or As-CH3 bonds.
At a typical laser fluence of 100mJ/cm pulse, TMGa and TMAs are largely dissociated fol-
lowing each laser pulse. Species formed in primary and secondary photolysis in the gas
phase, as well as products formed in reactions occurring after the laser pulse, diffuse to the
surface, where they stick to grow GaAs. This process is depicted in Figure 2. Irradiation of
the surface stimulates desorption of carbon-containing species and enhances the degree of
epitaxy. However, absorption in the gas phase attenuates the laser beam so that the intensity
at the surface is not sufficient to promote efficient decomposition of adsorbed TMGa(see
below). Consequently, under these conditions the deposition rate is limited by gas phase
photolysis, and material deposits not only where the laser irradiates the surface, but also
adjacent to it. This leads to a loss of spatial resolution, such that this process could not pro-
duce features smaller that a few millimeters.

I SECONDARY REACTION
I PRODUCTS:

SUBSTRATE

Figure 2. Schematic depiction of laser induced deposition of GaAs where gas phase
photolysis is the rate limiting process.

LASER ASSISTED DEPOSITION FROM METAL-ALKYL MOLECULAR BEAMS

One method of suppressing gas phase photolysis and enhancing decomposition of an
adsorbed layer is to use molecular beams. Under typical MOMBE conditions, gas phase
photolysis can be ignored, and the full laser intensity reaches the substrate. We have
recently demonstrated selected area growth of GaAs under MOMBE conditions.13 In those
experiments, the Ga-alkyl source was triethylgallium (TEGa) and the arsenic source was an
effusive beam of As4 . As above, the GaAs(100) substrate surface was irradiated with a 193
nm ArF excimer laser beam. Deposition of GaAs occurred only where the beam irradiated
the surface. A plot of film thickness as a function of intensity across the -lcmdLa. beam is
shown in Figure 3. The deposition rate rises rapidly with laser intensity and saturates at
120mJ/cm2 pulse, where it is limited by the flux of TEGa The deposition rate is indepen-
dent of substrate temperature in regions irradiated with full laser intensity. Outside the irra-
diated regions, the deposition rate is negligible below 350C, and rises steeply with tempera-
ture such that above 550"C the growth rate is not enhanced by laser -,- diation. These

a results suggest that a relatively stable, saturated layer of TEGa forms on the surface belowtI
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400"C, and that this layer is efficiently dissociated at 193 nm. One possible mechanism is
photolysis of the adsorbed layer. Gas phase TEGa has a strong, dissociative absorption band
at 193 nm (see Figure 4). Even if the absorption band of the adsorbate shifts by the amount
seen for dimethylcadmium and trimethylaluminum adsorbed on quartz 5 , the absorption at193 nm would still be strong enough to be important The highly nonlinear fluence depen-
dence rules out a single photon absorption process. However, two photon photodissociation
is possible, as well as carrier mediated chemistry, and thermal decomposition due to laser
induced heating of the substrate.

0.15 0.15

0 b 0-5 -~4 -3 -2 -1 I

DISTANCE I-m)

Figure 3. Deposition rate and laser intensity as a function of distance from the center
of the laser beam across the short dimension, for GaAs grown under laser assisted
MOMBE conditions. TEGa and As4 beam pressures were 1.5xl0 - 6 and 5x10 - 6 Torr,
uncorrected for ionization gauge sensitivity. Substrate temperature = 400"C. (0):
deposition rate at a laser repetition rate of 20 Hz. Solid curve: laser intensity.
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Figure 4. Absorption spectrum of triethylgallium at 0.9 Torr (measured at room tern-
perature). The sealed cell was heated to 100C to prevent condensation. Path-
length=7.5 cm. From reference 12.
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Deposited films exhibit photoluminescence at 1.486 eV, associated with a carbon accep-
tor level. Those areas grown with higher laser intensity exhibit more intense photolumines-
cence, indicating that laser annealing during growth reduces defects. However, the overall
yields are rather low. In addition, the films contain high carbon impurity levels
(-019cm-3, based on SIMS measurements). To gain further insight into the growth
mechanism, and specifically the carbon incorporation process, we have begun studies of
decomposition of Oa-alkyls adsorbed on CaAs(100). described below.

While laser assisted MOMBE has the potential for selected area growth of small
features, we were not able to demonstrate even low resolution patterned growth by image
projection, due to the long distance between the window and substrate (I m). This problem
is common to all MBE systems, and would make growth of micron sized features difficult,
since the working distance between the lens and substrate must be only a few cm. These
short distances could more easily be accommodated under MOCVD conditions. We show
below that this could be accomplished without loss of resolution due to gas phase photo-
lysis, by choosing a wavelength (351 nm) which is not absorbed in the gas phase, but which
induces efficient decomposition of adsorbed Ga-alkyls.

X-RAY PHOTOELECTRON SPECTROSCOPY STUDIES OF LASER INDUCED DISSOCIA-
TION OF ADSORBED GA-ALKYILS

These experiments were described in detail elsewhere14, and have been summarized in
this symposium proceedings.' 6 Wafers were loaded into ultrahigh vacuum and heated to
desorb the native oxide. After cooling, they were dosed to saturated coverage with TEGa.
Carbon coverage was measured as a function of the number of laser pulses, at various laser
intensities. Between 100 and 200mJ/cm2 pulse, decomposition of TEGa is dominated by
pyrolysis due to transient laser induced heating of the substrate. One piece of supporting
evidence is the lack of a wavelength dependence at high fluence, at two wavelengths (193
and 351 nm) strongly and equally absorbed by the substrate (Figure 5). This efficient disso-
ciation at long wavelength can also be exploited to selectively dissociate TEGa on the sur-
face and not in the gas phase, making possible highly area-selective growth at pressures
much higher than in MOMBE (i.e. under MOCVD conditions).

0.5

o
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005L _ L L .
0 20 40 60 80 100 120 140 160

NUMBER OF LASER PULSES

Figure 5. Relative carbon coverage vs number of laser pulses for saturated monolayer
coverage of TEGa on GaAs(100), at 193 rm() and 351 nm (0), at a laser fluence of
180mi/cm2 -pulse. From reference 14.. 1
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DEPOSITION CONTROLLED BY LASER INDUCED PYROLYSIS OF ADSORBED TEGa

Our approach to selected area growth of GaAs is to use the laser to decompose the Ga-
alkyl on the surface, and desorb hydrocarbon species. Ga atoms left on the surface subse-
quently react with arsenic which is continuously flooding the surface. The process must be
done at low temperature (<450'C for TEGa and <500C for TMGa), otherwise thermal pyro-
lysis (not induced hy the laser) of Ga-alkyls on the surface becomes the rate determining
step, and selectivity is lost.

The deposition system was the same as that used in the experiments described above,
where deposition was dominated by gas phase photolysis. The growth chamber has been
coupled to an ultrahigh vacuum (UHV) chamber equipped with an X-ray photoelectron spec-
trometer (XPS), which has also been described in detail elsewhere. 14

The beam irradiated a stencil mask with U-shaped features. A 20 cm focal length
suprasil lens was placed nearly equidistant between the mask and the substrate to project the
image of the mask onto the surface (see Figure 6). The relatively large mask features were
compatible with the low resolution projection optics used in this preliminary study.

TE~/HeRIGHT--,
TE~o/He ANGLE Ii--n e

SPEXCIMER
LASER, TMAS '---- -MASK

TO REACTPUMPOR TEAOPUM
--- H2

REACTOR WINDOWiBYPASS PREAC
LAMP PURGE

SO==,RA S ECTROMETER

TO PUMP TO PUMP

Figure 6. Schematic diagram of the apparatus used for selected area growth under

MOCVD conditions.

All experiments were carried out at a total pressure of 10 Torr. TEGa vapors were tran-
sported to the growth reactor by bubbling He through the liquid source, held at a tempera-
ture of -7"C (measured vapor pressure of 0.49 Torr). After further downstream dilution
with He, TEGa was mixed with H2 window purge gas just above the substrate (Figure 6).
We estimate the flow rate of TEGa to be 0.4 scnm (in some experiments, 4 sccm), while the
total He carrier gas flow rate was typically 100 sccm. The window through which the laser
light is transmitted was purged with a flow of H2 (410 sccm). The TEGa/He flow was then
injected into this H2 gas stream -4 cm above the substrate. The gallium source could also
be bypassed around the reactor until growth conditions were established and then switched
to flow over the wafer. Gas switching time was estimated to be -2 sec under typical condi-
tions.
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The arsenic precursor (triethylarsine, TEAs) was flowed through a side tube (alumina or
quartz) which contained a tantalum filament. TEAs flow rates (either - 4 or 40 sccm) were
adjusted to be about 10 times higher than the TEGa flow rate. The end of the tube was
injected into the gas stream -2 cm above the substrate surface. The filament was resistively
heated to thermally crack the arsenic compound, and its resistance was determined by simul-
taneously measuring the voltage and current applied, typically 55 V (a.c.) and 2 A. The
measured resistance was related to the filament temperature using published resistivity
data. 7 Temperature is given by:

T(K) = 46.2 + 200.4R + 50.19R2 - 2.48R' (1)
where R is the ratio of the resistance at high temperature to that at 300 K. The cracking
efficiency and the partial pressures of As2 and As4 products were measured by UV absorp-
tion spectroscopy.

Semi-insulating, undoped GaAs(100) (10 7 f"-cm) wafers were used. Polished substrates
were degreased, etched, and rinsed in deionized water. Cleaned samples were mounted on
stainless steel or molybdenum sample holders and placed in a load-lock chamber that is iso-
lated from the growth reactor and UHV system by gate valves. The sample holder was then
transferred under vacuum into the UHV chamber. The native oxide was desorbed by heat-
ing the sample holder from the back side by electron bombardment from a negatively
biased, hot filament. Oxygen coverage was continuously monitored by XPS. Heating was
stopped immediately after oxide sublimation was completed.

The sample was then transferred under vacuum back into the growth chamber. After
establishing a constant substrate temperature in the range 300-560"C, the TMAs (or TEAs)
flow and window purge flows were begun. The filament in the cracker was then heated to
the desired temperature. TEGa flow was allowed to stablize while bypassing the reactor (see
Figure 6). After a constant laser power was obtained, a shutter was opened, exposing the
substrate to irradiation. TEGa flow was subsequently switched to flow through the reactor
and growth began.

At the low temperatures needed to achieve selected area growth, the arsenic alkyl com-
pounds decompose slowly on the surface, hence they must be cracked before reaching the
surface to grow GaAs. As2 and As4 generated in the cracker react at Ga sites to grow
GaAs. However, As 2 and As4 will not react with either arsenic terminated GaAs, or Ga-
alkyl terminated GaAs (the steady state surface in regions not exposed to laser light).

Trimethylarsine will decompose, when heated, by the following overall reaction

As(CH3 )3 -* l/2As2 + 3/2C2H6  (2)

As2 ++ l/2As4  (3)

The concentrations of As(CH3 )3 , As2, and As4 , measured by UV absorption, are plotted as a
function of the filament temperature in Figure 7. With an estimated transit time in the
cracker of 30 ms, TMAs begins to decompose at -530"C and is 95% dissociated by -730"C.
Although we did a more complete study of TMAs decomposition as a function of tempera-
ture, TEAs was used as the As-source in the growth studies presented here. The weaker
As-C bond energies in TEAs (vs. TMAs) lead to more complete dissociation, and should
result in reduced carbon incorporation. We chose to operate at 730'C, where TEAs is at
least 95% dissociated. We have estimated the sticking coefficient of TEGa on GaAs(100) to
be >01, and possibly as high as unity.?s A sticking coefficient close to unity was reported
in previous studies of laser-assisted' 3 and thermally inducedt 9 deposition from TEGa molec-
ular beams. Our previous XPS study' 4 showed that dissociation occurs rapidly after adsorp-
tion (even at temperatures as low as room temperature) to form a more strongly bound

+ chemisorbed layer.

-...
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Figure 7. Number densities of As(CH 3 )3 , As and As4 emerging from the cracker,
above the substrate, as a function of cracker filament temperature. The temperature of
the region probed by the absorption measurements was -400 K. TMAs flow rate =
7.4 sccm. Total pressure = 9.9 Torr. Top window purge = 450 scm H2 , side window
purges = 260 sccm He through each of the two side windows. Cracker tube length =
15 cm. The gas residence time through the hot region of the cracker was -30ms at
1000 K. Cross sections used to extract number densities from UV absorption data are
5.5x10-17 cm 2 , for TMAs at 200 nm, 1.7xl0-17 cm 2 for As2 at 226.5 nm, and
1.7x10-t 7cm 2 for As4 at 260.0 nm. The latter two values were determined in this
study.

In the absence of laser light, or As species, adsorbed TEGa could dissociate as previ-
ously proposed.

14

(C2 H) 3 Ga(pdj.ob) -+ (C2 HS) 2 Ga(chwnided) + C2Hs(chenfioed) (4)

On the GaAs surface this reaction would be exothermic by -35kcal/mol.' 14 When saturated
monolayer coverage is reached, the sticking coefficient at room temperature (and presumably
at temperatures up to those where TEGa decomposes rapidly, i.e. -450"C) drops to zero.

At a partial pressure of 4.4 reTorr TEGa used in these experiments, the adsorbed TEGa
layer is expected to reach saturated monolayer coverage in 0.3 ms, assuming a sticking
coefficient of unity, a temperature of 300C and a saturated coverage of lxl014cM-

2.14

Our previous XPS studies showed that adsorbed TEGa is not efficiently phowlyzed at
351 nim (or at 193 nm).14' 16 However, deposition of -90 % of the absorbed energy of an
XeF laser pulse in the top -300A of a smooth GaAs surface leads to rapid heating, and
desorption of hydrocarbon products. The efficiency of this process increases rapidly with
laser fluence, reaching a rate of I pulse - at 200 mJ/cm2 pulse at room temperature (i.e. I
pulse at this fluence reduces the carbon coverage to l/e of its initial value). Reactive Ga
sites formed by this process react with impinging As 2 , or As4 to grow GaAs. However,
even if one laser pulse removes all the adsorbed hydrocarbon, self-limiting growth of about
one monolayer of GaAs and subsequent saturated coverage of chemisorbed TEGa occurs
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long before the next laser pulse (i.e. 450ms).
A patterned film grown by this technique is shown in Figure 8. GaAs grew only in

areas where the laser irradiated the surface. Films up to -0.5gm thick were deposited in 30
min growth rums. The smallest feature size (70tIm) was limited by the mask feature size
and the 1-to-I magnification used in these preliminary studies. Since selected area growth is
a thermally initiated process, the ultimate resolution is expected to be limited by thermal dif-
fusion. The 1-dimensional thermal diffusion length is given by2°

I = fVt1P (5)

where t is the laser pulse duration (1.5x10* s), p is the density (5.317 g/cm 3 )2 1 and where
Cp and K are the specific heat (0.40 J/gK)21 and thermal conductivity coefficient (0.09
W/cmK)' 4 X2 for GaAs at a typical peak temperature (1200 K) induced by pulsed laser heat-
ing. Using these values, the one dimensional thermal diffusion length is 0.25 g±m. This
value is about the distance, below the surface, where the peak temperature rise will be l/e of
that at the surface. Using our activation energy of 25kcal/mol for decomposition of TEGa
on GaAs,14 we predict that the smaller temperature rise will cause the growth rate to
decrease by about four orders-of-magnitude. The minimum feature size possible by this
technique is expected to be on the order of 0.2tm. Diffusion in three dimensions will
become important when the desired feature size becomes comparable to the 1-dimensional
diffusion length. Temperature will therefore fall off more steeply than that predicted by I-
dimensional heat flow. Consequently the resolution limit should be "omewhat better.

,LASER-DEPOSITED
GaAs FILM IN
ILLUMINATED AREAS

NO FILM GROWTH IN
.UNILLUMINATED AREAS

70 pm

Figure 8. Patterned GaAs film. The substate temperature was 400'C. Film thickness
--0.3tin

In fact, we have experimental verification of this resolution limit. The GaAs features
exhibit a diffraction easily discerned in visible light. This is due to the formation of a grat-
ing in the film caused by interference between the incident laser beam and light scattered off
surface defects, propagating along the surface. This leads to a periodic modulation of inten-
sity and hence peak temperature and growth rate. Grating formation with a 0.35;pm period
was observed by scanning electron microscopy. In addition, by measuring the approximate
wavelength and angle of diffracted light, we confirmed that the grating period is about equal
to the laser wavelength (i.e. 0.35gm), as expected for normal incidence radiation with little
dispersion of the surface wave (see ref. 4 and references contained therein). This effect could
be enhanced or suppressed by increasing or decreasing the coherence and polarization of the
laser.

To study the effects of laser intensity on film growth rate and morphology, we irradiated4 4
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the mask with a spatially nonuniform laser beam which was most intense in the center. We
found that the growth rate reached a maximum at a laser intensity that we estimate to be -
220 mj/cm 2pulse, falling below zero at the highest laser powers. That is, the substrate was
etched or ablated at high fluence. This effect is shown in Figure 9, where each point is the
growth rate at the center of a feature across the full 4.5 mm field. IThe same effect is
observed across individual features deposited at the highest powers (see Figure 10, top),
while at lower powers, the maximum growth rate is more nearly constant across the feature
(Figure 10, bottom)
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Figure 9. Feature thickness vs position across a patterned GaAs film deposited under
conditions similar to those for figure 4. The maximum laser power in the center of
the pattern resulted in etching.

Examination of films with XPS-sputter depth profiling revealed a 1:1 Ga:As
stoichiometry (when corrected for preferential As sputtering), no detectable oxygen (<0.2%),

and carbon levels ranging from -1% to below our detection limit (<0.5%). In most cases,
film morphology was rough, apparently due to nonuniform nucleation. This is probably
caused by contamination of the substrate before growth began. In one instance, we began
the procedure leading to film growth, but did not turn on the laser or TEGa flow. The sam-
ple was then transferred back to the UHV chamber under vacuum and analyzed by XPS.
The Ga/As surface stoichiometry was 1.0, with no detectable oxygen (<0.2%), and a carbon
coverage -1/2 that present when saturated coverage of TEGa is reached. It is unclear
whether this level of carbon could inhibit growth. Incomplete removal of carbon species by
laser induced heating could also lead to nonuniform nucleation. Carbon incorporation, as
well as oxygen incorporation from trace H2 0 and 02 in the growth chamber, is an important

issue that needs to be addressed in any low temperature and/or selected area growth process.
We are currently evaluating the crystallinity of patterned films, as well as studying thermal
decomposition of TEGa on GaAs(100) in attempts to improve surface morphology, crystal
structure, and reduce carbon incorporation.

I
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Figure 10. Dektak scan across individual features deposited near the center of the pat-
terned film at high laser power (a), and near the edge of the pattern at low laser power
(b).

SUMMARY

We have shown that GaAs can be selectively deposited on GaAs(100) under low pres-
sure MOCVD conditions by choosing a wavelength (351 nm XeF excimer laser) which is
not absorbed by the gas phase precursor species, but is absorbed by the substrate. Absorp-
tion of 15 ns XeF laser pulses by the substrate caused rapid transient heating which decom-
posed adsorbed TEGa. Subsequent reactions at these surface sites, between adsorbed Ga and
impinging As2 or As4 formed by pyrolysis of arsine alkyls in a side tube, leads to selected
area growth of GaAs. Since the mechanism for laser induced growth is mainly thermal, it is
advantageous to use longer wavelengths such as the 351 nm XeF excimer laser to avoid
gas-phase photochemistry that causes material to deposit over a relatively large area and thus
blurs small features grown by laser induced surface chemistry in the high pressure MOCVD
process.

Patterned films --0.3im thick were formed by projecting the image of a mask onto the
substrate surface. The minimum feature size of 70ttm was limited by the mask feature size
in these preliminary attempts to grow patterned films. However, periodic lines (separated by
-0.35 tm) caused by laser interference were formed, indicating that the ultimate resolution
may be close to that expected, based on thermal diffusion calculations.
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LASER INDUCED DECOMPOSITION CF TRIETHYLGALLIUM
AND TRIMETHYLGALLIUM ADSORBED ON GaAs(100)

J. A. McCAULLEY, V. R. McCRARY, AND V. N DONNELLY
AT&T Bell Laboratories, 600 Mountain Ave., Murray Hill NJ, 07974

ABSTRACT

We report X-ray photoelectron spectroscopy (XPS) studies of excimer laser stimulated
decomposition of triethylgallium (TEGa) and trimethylgallium (TMGa) adsorbed on Ga-
stabilized GaAs(100) surfaces in ultrahigh vacuum. TEGa and TMGa dissociatively
chemisorb on GaAs at room temperature, whereupon irradiation by an excimer laser (at
193 or 351 nm) leads to further dissociation and desorption of carbon-containing species.
The carbon removal rate (per laser pulse) decreases as carbon is removed suggesting mul-
tiple reaction sites, coverage dependent Arrhenius parameters, or second-order reactions.
Based on the dependence of the rate on laser wavelength and fluence, we conclude that at
low fluence, a two-photon electronic excitation of the adsorbate occurs, while at high
fluence, laser induced pyrolysis dominates.
INTRODUCTION

Laser enhanced growth of GaAs in high vacuum underscores the importance of laser
initiated surface chemistry. Control of the growth rate by laser initiated surface (rather
than gas phase) chemistry is necessary to achieve high resolution, selected area growth.

Here we present results of studies of laser induced decomposition of monolayer cover-
ages of triethylgallium (TEGa) and trimethylgallium (TMGa) chemisorbed on Ga-
stabilized GaAs(100). A detailed account of this work will be published elsewhere. 2 X-
ray photoelectron spectroscopy (XPS) was used to monitor Ga, As, and C surface concen-
trations before and after irradiation with either an ArF laser (193 nm) or a XeF laser (351
nm) at fluences varying between 10 and 220 mJ/cm2 pulse. We conclude that laser
induced pyrolysis dominates above 100mJ/cm2 pulse while 2-photon photolysis dom-
inates at lower fluences.

EXPERIMENTAL PROCEDURE

The apparatus2 comprises an ultrahigh vacuum (UHV) chamber equipped with an X-
ray photoelectron spectrometer (Surface Science Instruments) and gas doser, an excimer
laser (Qu, -k), and computer controlled data acquisition. The pressure during XPS char-
acterization was -2x10 - 10 Torr. In most experiments, semi-insulating GaAs(l00)
(17kicm) wafers were used. Chemically cleaned samples, mounted on stainless steel or
molybdenum sample holders, were transferred to a manipulator in the UHV chamber via
a turbo-pumped load-lock chamber.

The GaAs sample was positioned for XPS measurements and heated by electron beam
bombardment of the sample holder to -585 "C to desorb the native oxide and carbon
impurities. The O(ls) XPS signal was monitored during oxide desorption, and the heat-
ing was stopped immediately after the oxide desorbed. The sample was allowed to cool to
near room temperature and then dosed to saturated coverage with either TEGa or TMGa
(Strem, 99.999%) using an effusive doser. Before dosing, the purity of the gas was
ascertained mass spectrometrically (Extranuclear, Model 7-162-8). The dosed sample was
characterized (for Ga, As, C, and 0) by XPS.

A spot was then alternately irradiated with excimer laser pulses (either 193 or 351
rim) and analyzed by XPS. Calibrated quartz attenuators were used to obtain fluences
between 10 and 250 mJ/cm 2 pulse at 193 nm, while glass filters (Coming, 5860 and 5874)
were used to obtain the same range of fluences at 351 im. This irradiation-analysis cycle
was repeated to obtain a decay plot of the relative carbon coverage as a function of the

1". .YMP. POC. Val. 129. 1O MM.,1s4 R[eoh IMY
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irradiation dose. As little as 10%, to as much as 95% of the carbon was removed,
depending on laser fluence.

RESULTS

For TEGa- and TMGa-dosed surfaces the C(ls) peak is centered at 284.1 eV and
283.4 eV, respectively. The integrated C(ls) peak intensity is twice as large for TEGa-
dosed surfaces as it is for TMGa-dosed surfaces. High resolution spectra of TEGa-dosed
GaAs(100) exhibit at least two overlapping features separated by -1.0eV, while no such
stucture was seen for TMGa-dosed GaAs(100). Absolute coverages of Ga and C, in the
adlayer, are obtained by analysis 2 of the integrated intensities of the Ga(3d), As(3d), and
C(Is) peaks before and after dosing. For TEGa- and TMGa-dosed GaAs(100), the
saturated coverage of Ga is l.lxl014.Cn -2 and 0.96x10' cm -2, respectively. The carbon
coverages, 6.1x10 4 cm*2 and 3.0x101 "Cm - 2 , yield CIGa ratios of 5.8 and 3.0 for TEGa
and TMGa, respectively, in agreement with the precursor stoichiometries.

Upon exposure to laser radiation, the XPS (Qls) intensity decreases as carbon-
containing species desorb. As carbon was removed, no shift of the Cls) peak was
observed for either TEGa or TMGa. Figure I shows the integrated Cls) intensity vs
laser exposure (at 193 nm) at several fluences for TEGa-dosed GaAs(100). Least-squares

1.0,

0.5

Figure 1. Relative carbon coverage
vs number of laser pulses for TEGa-0 dosed GaAs(100) at: 30mJ/cm 2,@;
1 lOmJ/cm 2, it 150mJ/cm 2 , 0.

0
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fits were obtained with a biexponential expression

C/Co = al exp(-a 2np) + a3 exp(- 4 np) (1)

where np is the number of laser pulses, and a2 and a4 are rate coefficients (pulse- l ) of
the first and second decay processes. At fluences below OOmJ/cm 2 pulse, the decay of
carbon coverage could not be followed as far toward completion. Consequently, little or
no curvature was observed in the semilogarithmic decay plots, and only the initial decay
coefficient was obtained. The fraction of surface carbon removed in the initial decay pro-
cess (a1 /(al+a 3 )), varies nearly linearly with fluence, increasing from -0.2 to -0.6 over
the range 50-220 mJ/cm2 pulse. Similar behavior was observed for TMGa-dosed surfaces,
however the rate coefficients were a factor of -20 smaller than those rbtained for TEGa-
dosed GaAs. A log-log plot of carbon removal rate coefficients (in pulse - l ) vs laser
fluence for TEGa-dosed GaAs(100) is presented in Figure 2.

Figure 3 presents the Ga(3d)/As(3d) intensity ratio before dosing, immediately after
dosing, and as a function of removed carbon (1-C/C0 ). This figure contains data from
all the TEGa experiments at 193 nm, including fluences betw-en 12 and 220
ni/cm2 pulse. For TMGa-dosed GaAs the Ga(3d)/As(3d) ratio is also nearly constant as
hydrocarbons are removed from the adlayer. If Ga were desorbed, the Ga/As ratio would
return to that observed for clean GaAs as the carbon was removed.
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Several experiments were performed with 351 nm XeF excimer laser radiation. In
each case an experiment at 351 nm was immediately followed by an experiment, with the
same fluence, at 193 nm. At l80mJ/cm2 pulse the decay curves obtained for 193 and
351 nm irradiation are identical, while at 18 mJ/cm2 pulse the rate is a factor of six faster
at 193 nm.

DISCUSSION

The rate of carbon removal increases supralinearly with laser fluence. Linear depen-
dence is shown by the solid line (slope = 1) in Figure 2. This precludes single-photon
photodissociation over the range of fluences studied.

GaAs has nearly the same reflectivity and extinction coefficient at 193 nm and 351
nm (R(at normal incidence)=0.44 vs. 0.42 and k=2.03 vs. 1.94, respectively). 3 Therefore,
at constant fluence, the peak surface temperature should be similar for irradiation at these
two wavelengths. This enables one to distinguish between resonant photolysis (which
depends on photon energy) and laser induced pyrolysis (which depends only on absorbed
power density, not photon energy). At 180mJ/cm2 pulse the decomposition rate is identi-
cal for 193 nm and 351 nm irradiation. At 18 mJ/cm

2 pulse, where laser induced heating
is negligible (see below), carbon removal is a factor of six faster for 193 nm irradiation
than for 351 nm.

Thermal decomposition cannot explain the small, but significant, rates at the lowest
fluences, nor is it consistent with the dependence on wavelength at low fluence. A plau-
sible explanation is that carbon removal is caused by resonant photodissociation of the
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adsorbate. The rate of a two-photon dissociation process would depend quadratically on
fluence if neither step were saturated. The quadratic fluence dependence expected of
two-photon dissociation (slope = 2) is shown as a dashed line in Figure 2. While the
two-photon mechanism provides a reasonable fit at low fluence, the apparent slope is
closer to three. The apparent slope is, however, biased toward higher values;2 we expect
the true value to be closer to two, supporting a two-photon process.

About 50% of the energy in an ArF (or XeF) laser pulse incident (at 45") on a smooth
GaAs surface is absorbed. Most of this energy is deposited in the top -100A. This
causes rapid heating, which can initiate thermal reactions on the surface. The results of a
first-order, thermal model of carbon removal were compared to the observed dependence
of the rate of laser induced carbon removal vs laser fluence. The first-order rate
coefficient is expressed in Arrhenius form:

k (s7') = A exp(-E./RT) (2)

where R is the molar gas constant (1.987x10 -3 kcal/ml K). As a result of pulsed laser
irradiation, the surface temperature, and thus the rate coefficient, is a function of time.
At each time, 4, the carbon concentration is

Cj = Cjt exp(-A exp(-E./RT.. s ) At) (3)

where At is the time interval between t-I and t,, and T, g is the average surface tempera-
ture during that interval. The rate coefficient of carbon removal is

k (pulse') = -ln(C.,/Co) (4)

where C, is the carbon concentration remaining after a single laser pulse. To compare
this model with measured carbon removal rates (pulse-'), we numerically integrated the
time-dependent rate expression over calculated temporal profiles of surface temperature.
These profiles were obtained by numerical solution of the 1-dimensional heat flow equa-
tion, using the finite element technique described by Baeri and Campisano.4

The first-order rate expression was integrated over surface temperature profiles while
varying the Arrhenius parameters, A and E. The curvature in Figure 2 cannot be repro-
duced using a sinjle E and A-factor. This is consistent with our interpretation that
below -100mi/cm carbon removal is due mainly to photolysis. The break in the data
at -100mJ/cm2 suggests the onset of thermal decomposition. The dashed line through
the open circles (90-220 mJ/cm2pulse) in Figure 2 is obtained from the first-order, ther-
mal model using

k?& (s) = l1.7±.2 exp(-25±5/RT) (5)

where the uncertainties in A and E, are correlated. This yields a lI/e lifetime of one
month at room temperature, consistent with our observation that the carbon concentration
in the adlayer changes negligibly in one week. For the slow component of the biex-
ponential decay, the line through the solid circles in Figure 2 is obtained.

kqjw. (s-1 ) = i 0 10A±12 exp(-25±5/RT) (6)

The activation energy (for both components) agrees with the 22-33 kcal/mol activation
energies extracted from the TEGa heterogeneous decomposition data of Putz, et al,3 and
with the values of 18 and 21 kcal/mol taken from the growth rate of GaAs from TEGa. '
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Similarly, if we consider the TMGa data above 100mi/cm2 we estimate

k4o, (s- 1) = 10-1'-4 exp(-251RT) (7)

This agrees well with the activation energy (26±3 kcal/mol) for desorption of methyl rad-
icals from GaAs continuously dosed with TMGa. s The observed activation energies are
much smaller than the R-GaR2 bond strengths in TEGa (46 kcal/mol9 ) and TMGa (60
kcal/moll0 ). This could be due to formation of a new Ga-As or Ga-Ga bond as a Ga-R
bond breaks.

Biexponential decay would be observed for simultaneous first-order removal, with dif-
ferent rate coefficients, of two indistinguishable (by XPS) populations of carbon-
containing species ( e.g. desorption of R from GaR vs AsR sites, or from R2 Ga vs GaR).
Desorption from these sites might have similar activation energies because the Ga-R and
As-R and R-GaR bond strengths are similar. The disparity between the A-factors of the
first and second decay process could reflect the participation of different mechanisms at
the two sites. Non-exponential decay may also result from coverage-dependent Arrhenius
parameters. A mechanism that includes second-order elementary reactions can also yield
non-exponential decay. We are currently studying thermal decomvosition (with slow
heating, -l'C/min) of TEGa and TMGa adsorbed on GaAs(100) to further clarify the
detailed mechanism.

Hall and coworkers" have shown that, in some cases, rapid laser induced heating
favors desorption of intact molecules over decomposition, even in instances where
decomposition dominates if the sample is heated slowly. We observe, however, that for
TEGa (and TMGa) adsorbed on GaAs(100) the Ga remains on the surface after the
hydrocarbon fragments are completely removed. This rules out laser induced desorption
of intact TEGa or TMGa molecules (or Ga-containing intermediates).

From these studies, it is clear that at fluences where efficient laser enhanced growth of
GaAs is achieved (>150mJ/cm2 pulse at room temperature) laser induced pyrolysis of
adsorbed Ga-alkyl is rate-limiting. Since the mechanism of laser enhanced growth is
mainly thermal, it has proven12 to be advantageous to use a longer wavelength (XeF, 351
rim), thereby avoiding gas-phase photolysis which causes material to deposit over a rela-
tively large area.

SUMMARY

Exposure of Ga-stabilized GaAs (100) to TEGa or TMGa at -300 K results in forma-
tion of a dissociatively chemisorbed layer with a C/Ga ratio (determined by XPS) equal
to that of the precursor compound. When this layer is irradiated with an excimer laser,
carbon coverage decays non-exponentially, with the Ga in the adlayer remaining on the
surface. The decay of carbon coverage is fit well by a biexponential function, with slow
and fast components that contribute nearly equally to carbon removal.

Above 100mJ/cm 2pulse, laser induced pyrolysis dominates and the decomposition
rates are identical for irradiation at 193 and 351 rim. Numerical solution of the one-
dimensional heat flow equation yielded temporal profiles of surface temperature for expo-
sure to laser pulses of various energies. These profiles were then used to calculate rates
from numerical integration of a first-order Arrhenius model. For TEGa, the best fit to the
fast component was obtained with E =25kcal/mol and A=5xl0It s-1 . The slow process
has the same activation energy but a smaller A-factor (2.5x1010 5s-). For TMGa,
Ea=25kcal/mol is consistent with data for the initial decay process at fluences above
-100mJ/cm 2pulse. The A-factor is a factor of 20 smaller than for TEGa. The activation
energies are lower than the Ga-C bond energy. This is rationalized by invoking a con-
certed reaction, where breaking a Ga-C bond is accompanied by formation of a Ga-As, or
Ga-Ga bond. Below -100ml/cm 2, carbon coverage on TEGa-dosed GaAs decays
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slowly, and irradiation at 193 nm is more efficient than at 351 nm. We ascribe this reac-
tion to a two-photon excitation of the adsorbate.

These studies show that laser enhanced epitaxial growth of GaAs from TEGa and As4
molecular beams, observed in our previous studies, is initiated by laser induced thermal
decomposition of adsorbed TEGa. Based on these studies, we have recently deposited
patterned GaAs films by projecting a XeF excimer laser beam through a stencil mask and
selectivel1y decomposing TEGa adsorbed on GaAs(100), in the presence of excess As2

and As4 .
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ABSTRACT

Laser induced chemical vapor deposition (LCVD) of GaAs has been achieved at low tem-

perature using trimethylgalliunm and arsine precursors. The deposited film traces the path of the

Ar+ laser, thus making it attractive for several applications. The localized thermal expansion

resulting from the laser induced temperature rise has to be elastically accomodated in order to

prevent lattice distortion during the LCVD process. We report on the growth conditions that can

be used without the occurence of plastic deformation in the epitaxial films. A model is presented

to explain the thermal expansion induced distortion during the deposition process and will be

compared with experimental results.

INTRODUCTION

Metalorganic chemical vapor deposition (IMOCVD)[11 is typically accomplished by induc-
tively heating an appropriate substrate, and the pyrolytic reaction of the gases at the heated

substrate surface provides the basis for the crystal growth. Deposition occurs over the entire

substrate surface and subsequent masking and etching are used for device fabrication. In con-
trast to the standard CVD process, laser-induced chemical vapor deposition (LCVD) would allow

direct generation of material patterns. LCVD offers the advantage of spatial selectivity in depo-
sition through focusing of the beam rastering optics. Laser-induced chemical vapor deposition

(LCVD) of thin films has been recently demonstrated by either pyrolysis or photodissociation

of polyatomic molecules near the gas/surface interface [2-5]. In the pyrolytic reaction the laser
beam is used to provide localized heating of the substrate to endothermically decompose

gas phase molecules resulting in film deposition. Photolytic LCVD on the other hand is based
upon the photodecomposition of molecules near the substrate with subsequent depostion of the

desired species. For an Ar+-laser, photons do not have enough energy(A = 0.514Mm) to disso-

ciate the parent OM molecules such as TMG in the gas phase, but they can induce a localized

heating of the substrate surface. However, it has been argued that the enhancement process in

the LCVD is a result of a photocatalytic reaction on the locally heated substrate surface. Thus,

the LCVD induced by the Ar* laser is not completely pyrolytic.

However, this localized heating and the accompanied temperature rise can lead to thermal

stresses. If these stresses exceed a critical value, plastic deformation will occur in the substrate

or the epitaxial films. This plastic deformation is undesirable since it will create dislocations
and lattice distortions which will affect the device quality of the LCVD films. In this paper we

present experimental results and a model to estimate the allowed temperature rise during

N&L Re*. Syp Pm.o Vol 129 .194 Mds R..h solW y
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the LCVD process, and thus the laser power density that can be applied without the creation of
any plastic deformation.

MODEL FOR THERMAL STRESSES DURING THE LCVD PROCESS

The temperature rise AT induced by a cw laser beam impinging on a solid is estimated
from Lax's model [61 for Gaussian power density distribution

AT = ATmN(R, W, Z), (.)

where N(R, W, Z) is the temperature profile normalized to ATa,. R = r/w, Z = z1w, and
W=aw where r is the radial distance from the beam center, z is the beam depth in the solid, w
is the beam width which is equivalent to the laser spot radius, a is the attenuation coefficient
and AT... is given by [6]

AT_ = - )) (2)
-2(ir)21Kw

where K is the thermal conductivity, P is the total incident power, and 0 is the reflection
coefficient. AT,,_, is defined as the maximum temperature rise at r=O for large values of w.
For a given value of w, the temperature rise AT is gradually decreasing with r to the substrate
temperature Tb. Plots of the temperature profile N(R, W, 0) as a function of R (or r/w) are given
in figure 1.

W=0

W=12

tit

Fig.I Variation of the temperature profile normalized to AT_..
with the radial distance from the center of the beam R=r/w
(measured in the units of beam width)
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The stresses a induced due to this radial temperature gradient can be approximated by
assuming a locally heated thin circular disk with radius b, by the expression:

0A,=f3E[ j ATrdr- ATrdr], (3)

ao =13E[-AT+ !j dATrdr+ , j TrdJr, (4)

where a, snd a, are the principal radial and hoop stresses, 3 is the linear thermal expansion
coefficient, and E is Young's modvlus. This approximate model is valid for the case of GaAs
since the attenuation length 1 pm is much smaller than the laser spot sizes considered
in this study (10 pm- 1000 pm). Equations 1, 2, 3 and 4 show the dependence of a, and ov on
the temperature profile and the laser power. The plastic deformation starts to take place when
the maximum shear stress, 7-__, is equal to the critical shear, 7,.-, and -r_ are defined by

Tresca criterion 17] for the isotropic case as

0
m,03 -

0
rfl (5)

=~n - 2 '()

Y
,= -i, (6)

where Y is the yield stress, and = and o ,,*,, are the maximum and minimum principal
stresses, respectively. Once /3, E, K and Y are known for GaAs, it is possible to predict the
maximumn temperature rise and the critical laser power at which the material starts to yield, i.e
the onset of plastic deformation. Details of this calculation will be represented elsewhere.

For each radial point in the heated area there is a maximum shear stress which can be
evaluated from equation 5. Figure 2 shows the variation of this maximum shear stress with the
radial distance normalized to the beans width (Ti, : 250oC~ and w :100pmo). In this figure
the value of this shear stress decreases as the radial distance increases. The onset of plastic
deformation due to these thermal stresses will thus appear at the center of the heated area.
Figure 3 shows the variation of the laser critical power density, Io = P/rw 2 , to produce plastic
deformation with the beam width at a substrate temperature Tb = 250

0
C. This figure represents

guidelines for the choice of the maximum applied laser power density for a given beam width (w)
and substrate temperature (T6 ) Lflat will allow the LCVD process to take place without plastic
deformation.

The conditions for the onset of plastic deformation were also determined erperimentally.
GaAs films were epitaxially grown on GaAs substrate using the LCVD technique with the multiple
scanning approach previously described [8]. For fixed laser spot size (w = 300pm) and substrate
temperature T6, = 2500C a series of GaAs lines were deposited using different laser powers. The
nature of these deposited lines were studied by optical microscopy and X-ray topography (XRT)
and the results are shown in figure 4. Figure 4.a shows the optical micrograph, where for laser

A
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power of 2.5W (line L2 ), Ic = 
884W/cm

2
, the surface is smooth whereas for 3.5W (lines L1 and

L3 ), o 
= 

1,238W/cmrn the surface is rough with a cross-hatched pattern. The corresponding
XRT reflection mode is given in figure 4.b. Lines L, and L3 appear in XJRT since they are
fairly defective, whereas line L2 is absent indicating no lattice distortion induced during LCVD.
Thus from these preliminary experimental data it seems that under these conditions, the onset of

plastic deformation appears for laser power greater than 3W. These experimental results compare
favourably with the model as shown in figure 3 where L1 and L3 correspond to a condition

yielding plastic deformation where as for L2 the thermal stresses are accomodated elastically.

0 0.5 1 1.5 2 2.5 3 3.5 4

R

Fig.2 Variation of the maximum shear stress with the radial distance R

T6 =250 C

C

SL2

DR4M 1TD"H (MICRONS)

Fig.3 Variation of the critical laser power density with beam width.

Points Li, L 2 and L3 are obtained from experimental results
presented in Figure 4.
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250 m 14
Fig.4 (a) Optical micrograph of homo-epltaxlal GaAs grown by LCVD at

T. 250t and P=2.5 W (L.2) and P.3.5 W for L, and L,
(b) X-ray diffraction topography in the reflection mode 9=51 I

Line L2 does not appear in XRT; presumably the
LCVD film does not suffer any plab~ic deformation.

CONCLUSION

LCVD technique using Art laser is accompanied by localized heating and thus thermal
stresses takes place in the substrate or in epitaxial film. LCVD with good crystalline quality can
be achieved by allowing the stress to be accomodated elastically. A model is presented to predict
the critical growth conditions such as laser power, beam size and substrate temperature that will
not result in plastic deformation of these LCVD films.The model compared favourably with the
available experimentai results based on XRT technique.
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PATTERNED CRYSTAL GROWTH OF GaAs BY LASER ASSISTED ATOMIC LAYER EPITAXY

SORACHI IWAI, TAKASHI MEGURO, YOSHINOBU AOYAGI AND SUSUMU NAMBA
The Institute of Physical and Chemical Research, Wako-shi, Saitama, 351-01,
Japan

ABSTRACT

Atomic layer epitaxy (ALE) of GaAs is achieved by metalorganic vapor
phase epitaxy (MOVPE) under irradiation by Ar ion laser. The self-limiting
mechanism for gallium deposition at one atomic layer on an arsenic atomic
surface is realized by the site-selective decomposition of triethylgallium
on the arsenic surface. A patterned growth of ALE is obtained by scanning a
laser beam on a substrate.

INTRODUCTION

Atomic layer epitaxy (ALE) is an attractive method to obtain abrupt
interfaces in heterostructures and narrow doped layers at one atomic level
[1]. ALE of GaAs has been reported by metalorganic vapor phase epitaxy
(MOVPE) [21314]. In order to realize an ideal ALE, means of arresting the
deposition of the element at one monolayer are required in the growth
mechanism. We have found that the growth rate is enhanced by laser
irradiation and ALE is achieved by a switched-laser MOVPE technique using
trimethylgallium(TMG) [5][6]. The laser-induced MOVPE has an advantage of
selective area growth [7]. In conventional laser MOVPE by an argon ion
laser, photothermal decomposition of the source gases has been considered to
be dominant. However, it is difficult to obtain a uniform thickness because
of the intensity profile of laser beam [8]. In laser assisted ALE (laser
ALE), it has been shown that the photochemical surface effect is an
important mechanism to realize ALE although optical absorption in the
visible region does not exist in metalorganic compounds (6]. It seems to be
important for a patterned growth with uniform thickness that the epitaxial
layer is grown by the surface reaction and the growth rate is independent of
the laser intensity. Direct writing of GaAs has been reported in the
epitaxial layer grown by scanning a laser beam on the substrate surface in
the laser ALE [9] [10].

In this paper, ALE of GaAs in triethylgallium (TEG)-AsH3 system under
irradiation by an argon ion laser is described. The laser ALE technique is
applied to the patterned growth by the scanning of laser beam.

EXPERIMENTAL

Epitaxial layers were grown on (100) oriented GaAs substrates in a low
pressure MOVPE system at 350 C. The pressure in the reactor was 75 Torr
during the crystal growth. The growth procedure for laser ALE has been
reported previously [5]. AsH 3 and TEG were supplied on a substrate
alternately for 1 a. H2 carrier gas was continuously flowed into the growth
chamber at the rate of 2800 sccm to ensure purging of residual source gases.
The purging time of 1 s between TEG and AsH3 pulses was enough to prevent
mixing of source gases. In our laser MOVPE system, visible light of 514.5 nm
from an argon ion laser was used in order to enhance the decomposition of
TEG at a substrate surface, not in gas phase. The laser beam was switched on
by a shutter to irradiate the substrate during desired periods. For the ALE
growth, the substrate was irradiated at the same tin- a6 the TEG flux was
supplied. In order to get a patterned crystal growth, the laser beam was
also scanned on the substrate surface by deflecting mirrors or a lens.
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RESULTS AND DISCUSSION

ALE of GaAs has been achieved by controlling one monolayer adsorption
of source element on the 3ubstrate. One atomic layer deposition of arsenic
atoms seems to be easily achieved during the supply of AsH 3 under a proper
growth condition because of the high pressure of As atoms. On the other
hand, in case of the Ga layer, the mechanism to arrest the deposition at one
atomic layer is necessary because of the low vapor pressure of Ga. The
stopping of Ga deposition at 1 atomic layer has been realized by the
adsorption of diethylgallium chloride on the substrate [4). Recently, the
self-limiting of Ga deposition has been realized by pulsed jet epitaxy (PJE)
using TMG [11]. In PJE, methylgalliums were carried to the substrate by a
fast pulsed gas stream without thermal decomposition and were adsorbed
selectively on the As surface. However, in general, it is difficult for
metalorganic compounds to realize an ideal ALE by the adsorption process. In
the case of TEG, the 100% surface coverage by the TEG adsorbate is difficult
to attain because of the steric hindrance of TEG molecules.

In order to study the surface coverages of TEG adsorbate on an arsenic
surface, the laser pulse was supplied just after the end of the TEG pulse.
The adsorbed TEG molecules desorb from the substrate surface in a gas stream
with the time constant of about 0.6 s, as measured by the delayed laser
pulse technique [8]. If the switching time of the laser pulse was very short
compared with the desorption time constant and the TEG adsorbate is mostly
decomposed by the delayed laser pulse, the surface coverage of TEG can be
obtained from the layer thickness grown by the delayed laser pulse. The
growth rate by the delayed laser pulse is shown by curve 2 in Fig. 1. This
growth rate corresponds to the surface coverage by the TEG adsorbate and
increases with the TEG flux. However, the growth rate saturates at a value
of less than one monolayer thickness. Curve 1 in Fig. 1 shows the growth
rate under the irradiation at the same time as the TEG pulse. ALE is
realized for the TEG flux above 1x10- 7 mole per cycle even if the surface
coverage of TEG is less than 100%. When TEG is supplied on the substrate
under irradiation, the decomposition of TEG occurs immediately after the
adsorption and the decomposed gallium atoms cover the whole surface of the
arsenic layer without the steric hindrance of TEG.

10 TS= 3 5 0 0C Laser: 120 W/cm2

• 5 AsH 3 : 3X10- 6 mol/cycle

ALE ----

0
0.5

0.1.......... , p. ..

lO-a 10-7 10-6
TEG FLUX (mol/cycle)

Fig. 1. Growth rate as a function of TEG flow rate under irradiation
by laser pulse-at the same time as the TEG pulse (I) and just after
the TEG pulse (2).
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In order to explain the self-limiting of gallium deposition, another
TEG pulse with a laser pulse was supplied between the TEG and the AsH3
pulses. Even if the number of TEG pulses were increased within one cycle of
AsH3 pulse, the growth rate per cycle remained constant at 1 monolayer
thickness. Once the whole surface of the arsenic layer is covered with
gallium atoms, no decomposition of TEG occurs on the gallium layer under
irradiation. Thus, 100% surface coverage by gallium atoms is realized on the
arsenic surface. The growth mechanism of laser ALE seems to be based on the
fact that the decomposition rate of TEG on an arsenic layer is much larger
than that on a gallium layer under irradiation. The selective enhancement of
photochemical reaction on the arsenic surface has been observed from the
signal of RHEED (Reflection High Energy Electron Diffraction) at 350 C in
MOMBE (metalorganic molecular beam epitaxy) system [12].

Figure 2 shows the growth rate as a function of the average laser power
density at 350 C. In this experiment, visible light of 514.5 nm and IR light
of 1.06 pm were used in order to clarify the difference between the
photochemical and the photothermal effects in laser ALE. For low power
density, the grown layer showed a hillock shape similar to the gaussian
profile of the laser beam intensity. At the power density above 60 W/cm

2 of
an argon ion laser, the growth rate per cycle saturates at the thickness of
1 monolayer on a (100) oriented GaAs surface. The selective growth of GaAs
was clearly observed in the irradiated area and no deposition occurred
without irradiation. The selectively grown area showed a flat mirror
surface in spite of the intensity profile of a laser beam.

On the other hand, for the irradiation by IR light, the growth
rate per cycle did not saturate at 1 monolayer thickness. The IR light is
absorbed in the bulk crystal and the temperature rise is much larger than
that by visible light irradiation. The large increase of growth rate is due
to the increase of the thermal decomposition rate of TEG. This result
suggests that the self-limiting of Ga deposition is achieved by the photo-
chemical effect on the surface, not by the photothermal effect.

Laser MOVPE has been applied to a patterned crystal growth by scanning
a laser beam. However, it is difficult to grow a flat epitaxial layer with
uniform thickness, because the growth rate strongly depends on the laser
intensity and the scanning speed in a conventional MOVPE system. On the
contrary, in laser ALE, the growth rate is independent of the laser power
density, as shown in Fig. 2. In the case of laser scanning, the laser power
density must be adjusted to perform the crystal growth under the ALE
condition. Compared with the result obtained by TMG [6][10], TEG seems to be
a more suitable material for the patterned growth than TMG because ALE is
realized in the wide range of laser power density for TEG

-

3LL A-14.5nm Fig. 2. Growth rate as a function
c AL- of power density of an argon ion

laser (514.5 nm) and a YAG laser2T,350C (1.06 pm).

o TEG :SXlr-7moieCM

0 100 200 300
POWER DENSITY (W/cmn2)
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Fig. 3. Micrograph of GaAs surface Fig. 4. Photograph of a crossed
grown by scanning a laser beam. pattern grown by laser scanning.

A typical photograph of a line pattern grown by scanning a laser beam
under the ALE growth condition is shown in Fig. 3. The epitaxial layer
showed a flat mirror surface in spite of the laser intensity profile. The
thickness of the epitaxial layer was uniform along the line pattern although
the scanning speed varied within the power density to satisfy the ALE
condition.

A crossed pattern grown by the laser ALE is shown in Fig. 4. The
crossing part of two lines is also flat in contrast to the pattern by the
conventional laser MOVPE. In case of the conventional laser MOVPE, the
thickness is proportional to the number of scans and the thickness of the
crossed part of two lines are almost twice of that of each line. However, in
the laser ALE, the thickness is limited by the number of the growth cycles.
Therefore, the thickness at the crossing part is the same as that of the line
if the pattern is written within the period of one cycle. This character-
istic is an advantage of thepatterned growth by the laser ALE.

For the patterned crystal growth, a laser beam was swept several times
on the substrate surface during the period of one laser pulse. The thickness
of the epitaxial layer per cycle saturated to the monolayer thickness with
an increase in the number of scans between two AsH3 pulses because the self-
limiting mechanism is involved in the gallium deposition. However, when the
scanning rate per second was increased above 30 Hz, the growth rate
decreased below one monolayer thickness, as shown in Fig. 5. In this case,
the length of scanning was maintained at the constant value. The decrease of
the growth rate is caused by the insufficient decomposition rate of TEG due
to the increase of scanning speed. The scanning speed is about 9 cm/sec at
the scanning rate of 30 Hz for the line pattern of about 3 mm. The spot size

Laser power: 0.6 W

i4 Scanring length :3rm

J - -o.. -ALE

m 2
cFig. 5. Growth rate as a function

of the scanning rate for the scan-
ning length of about 3 mm.

10 100 1000

SCANNING RATE (sec")
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Laser power: 0.5 W

Scanning rate : 20 /sec

- ALE

2 Fig. 6. Growth rate as a function

of the scanning speed at the scan-
I ning rate of 20 Hz.

0
(00

0 2 4 6 8 10 12
SCANNING SPEED (cm/sec)

of laser beam was estimated to be about 0.1 mm from the width of the line
pattern. The irradiation time at each point on the surface must be adjusted
more than about 1 ms in order to realize ALE.

Figure 6 shows the growth rate as a function of the scanning speed at
the scanning rate of 20 Hz. The growth rate remains constant at the value of
one monolayer thickness up to the scanning speed of 6 cm/sec. These results
mean that the thickness of line pattern is uniform even if the scanning
speed fluctuates within the ALE growth condition.

CONCLUSION

An ideal ALE of GaAs was realized by the pulsed laser MOVPE technique.
The 100% surface coverage by gallium atoms on arsenic surface was achieved
by the selective photochemical decomposition of TEG at the arsenic surface
with irradiation by visible light. The patterned growth of ALE with uniform
thickness was obtained by scanning a laser beam.
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ARGON ION AND EXCIMER LASER INDUCED EPITAXY OF GaP

U. SUDARSAN, N. V. CODY, T. DOSLUOGLU, AND R. SOLANKI
Department of Applied Physics and Electrical Engineering, Oregon "-aduate
Center, Beaverton, OR 97006-1999

ABSTRACT

Laser-induced epitaxial growth of GaP has been achieved using both
pyrolytic and photolytic reactions. A focused beau from an argon ion laser
operating at 514.5 nm was used to 'direct-vrite' epitaxial microstructures of
GaP on silicon using a pyrolytic process. An ArP excimer laser has also been
used to demonstrate homoepitaxy utilizing the photolytic process.

INTRODUCTION

One of the attractive features of laser-induced processing is spatial
selectivity which allows in-situ patterned growth or etching of a wide range
of materials [11. An application of this attribute that has generated
considerable interest is selective epitaxial growth of III-V compound
semiconductors which has been reported by several researchers using either
laser-induced photolytic (2,31 or pyrolytic reactions 14-91. These reactions
are characterized by the laser wavelength and the absorption spectra of the
reactant gases and the substrates. We describe below epitaxial growth of GaP
utilizing both these processes.

The precursor gases for this investigation were electronic grade
trimethylgallium (TMG) and tertiarybutylphosphine (TBP), which is a new
phosphorous source. TDP was selected over phosphine due to lower safety
risks. Although several substrates were examined, discussion here is limited
to heteroepitaxy of GaP on silicon (lattice mismatch 0.4X) using the argon ion
laser and homoepitaxy of GaP using an excimer laser-induced photolytic
reaction.

Argon Ion Laser-Induced Epitaxy

The experimental configuration is sketched in Fig. 1. The 514.5 nm
output from the Ar laser is first passed through a beam expander and then
steered into a multiple element focusing lens which produced a focused spot
of 6 um diameter at the substrate. The lens was mounted on a precision X-Y
stage, which could be translated a maximum of 50 m along each axis by stepper
motors in increments of 0.1 um. By programming the motions of the stepping
motors, it was possible to 'write' various geometric patterns. A vidicon
camera allowed us to visually monitor the location ot the deposition and in-
process growth.

The (100) oriented silicon substrates were first etched in 1O HP,
rinsed in deionized water, dried by blowing nitrogen, and then placed in a
stainless steel reaction cell. A quartz window allowed the light into the
cell. The cell was first pumped down to 10-6 Torr and then brought up to 100
Torr by flowing hydrogen. The native oxide on silicon was thermally desorbed
in the presence of hydrogen. The thermal cycle consisted of raising the
substrate temperature to 8500C for half an hour and then dropping down to
200*C. The deposition temperature was kept at 200*C to avoid condensation of
the precursor gases on the window in the static cell.

Severt'' deposition parameters were examined, including partial pressures
of the precursor gases. At high partial pressures of the reactants, thick
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Figure 1. Schematic of the argon laser direct-vrite system.

depositions vere obtained, however these structures vere polycrystalline. To
obtain epitaxial grovth, the partial pressures vere reduced and multiple laser
passes were sed to slovly grov the films. Typical deposition conditions were
as follows:

THG pressure: 3 Torr
V/III ratio: 10
Total pressure: 1 Atm (balanced by hydrogen)
Laser poer: 0.4 W
Laser scan speed: 100 ma/s
Grovth/scan: 0.05 Pm

An example of a 'patterned' grovth of epitaxial GaP lines on silicon is
shovn in Pig. 2a and Its cross-sectional profile (measured vith a
profilopeter) is presented in Fig. 2b. It can be seen that the cross-

I l ,O I . . . . . . . . . . | . . . . e0' O 
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(a) (b)
Figurte 2. (a) Rpitaxial grovth of GaP lines on silicon. (b) Gaussian curve
fit to a cross-sectional profile of an epttaxial line.
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sectional profile of the growth is in reasonably good agreement with the
Gaussian curve fit. By raster scanning the laser beam, we obtained
epitaxial pads as illustrated in Fig. 3a, which is a Nomarski micrograph. The
crystalline properties of these deposits were determined using cross-sectional
transmission electron microscopy (TEM). An example of the transmission
electron diffraction pattern of the laser deposited pad is shown in Fig. 3b.
The diffraction pattern shows slight streaking and a few double spots. There
could be several reasons for the streaking, however the double spots are most
likely due to the presence of twins. Auger electron spectroscopy was used to
examine the stoichiometry of these deposits. The Ga and P atomic
concentrations were typically 51% and 49Z, respectively. The incorporation of
carbon was negligible.

(a) (b)

Figure 3. (a) Nomarski micrograph of an epitaxial pad. (b) Transmission
electron diffraction pattern of the pad showing the epitaxial growth.

The thickness of these structures was controlled by the number of passes
made with the focused laser spot. Therefore, to obtain a thick deposit, one
has to increase the number of scans, which can be time consuming for a large
patterned growth. One way to increase the throughput is to use an excimer
laser where pattern projection can be used for in-situ growth and the
thickness can be controlled by the number of pulses. This process is
described below for homoepitaxial growth of GaP.

Excimer Laser-Assisted Epitaxy

The excimer laser deposition system used for this investigation is
sketched in Fig. 4. The output from an ArF (193 nm) laser was focused to a
2 x 0.5 as spot size on a substrate which was placed in a stainless steel
reactor. The substrate temperature could be varied from 200 to 600°C. The UV
radiation entered the reactor through a sapphire window, which was kept clear
of deposits with a hydrogen purge system.

The (100) oriented GaP substrates were first degreased in organic
solvents and then etched in 10:1:1 solution of H SO4 :HO sH20. This was
followed by a deionzied water rinse-and dry blowing Vithnitrogen before they
were loaded into the deposition cell. The cell was pumped down to 10

- 6 
Torr

before the flow of the precursor gases was started. THO (at -15*C) and TBP
(S*C) were flowed at 2 and 24 scca, respectively, with hydrogen as the carrier
gas. The total pressure in the reactor was about 30 Torr.

I
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Figure 4. Schematic of the excimer laser deposition system.

Growth rate of GaP versus the substrate temperature is shown in Fig. 5.
At a laser energy density of 0.13 J/cm

2
, the growth rate first increases with

the substrate temperature up to 300°C, then stays constant, and finally drops
above 500C. Crystalline properties of these films were examined using cross-
sectional TEM and were found to be polycrystalline. When the energy density
was increased to 0.21 J/cm

2
, growth rate was higher, as expected due to more

gas-phase dissociation. Films grown at 300*C and 400*C were polycrystalline
and their surfaces appeared to be cracked. However, at 500

0
C the film had a

smooth surface and the growth was epitaxial. Above 500*C, the films were
damaged due to sputtering.

In Fig. 5, the thermal growth at 500*C is also indicated. Cross-
sectional TEK analysis of this growth (Figs. 6a and b) show a fine grain
polycrystalline morphology. Even at a temperature of 600°C, the pure thermal

U

Sh.- To"e*1 (C)

Figure 5. Plot of growth rate versus the substrate temperature at two laser
energy densities.
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Figure 6. (a) Cross-sectional TEN view of the GaP grown thermally at 500*C.
(b) Electron diffraction pattern shoving the polycrystalline nature of the
film.

growth consisted of pyramid-like structures with spherical tips that were
determined to be polycrystalline. However, with a laser energy density of 0.2
J/cm

2
, epitaxial growth was achieved at 500*C, as shown in Figs. 7a and 7b

which are TEN micrographs. Besides inducing epitaxial growth, the laser
radiation also increased the growth rate by a factor of 6 compared to the
thermal growth. The phase change from polycrystalline to single-crystal was
believed to be due to the transient heating by the pulsed laser radiation.
This was further checked by changing the laser wavelength to 248 nm (KrF)
while keeping all other conditions the same. However, only polycrystalline
films were obtained suggesting that other factors besides transient heating
are responsible for assisting epitaxial growth.

Figure 7. (a) Cross-sectional TEN shoving the epitaxial growth at 500*C and
laser energy density of 0.21 J/cM

2
. (b) Electron diffraction pattern

confirming the single crystal growth.

4t
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Summary

Both an argon ion and an excimer laser have been used to achieve
epitaxial growth of GaP. With the Ar* laser, 'direct-write, of

microstructures has been demonstrated. Excimer laser assisted epitaxial

growth gas achieved at lover temperatures and higher growth rates.
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LASER PATTERNING OF II-VI EPITAXIAL THIN FILMS

S.J.C. IRVINE, H. HILL, J.E. HAILS, G.W. BLACKMORE AND J.B. MULLIN
Royal Signals and Radar Establishment, St Andrews Road, Malvern Worcs. WR14 3PS UK

ABSTRACT

The laser induced photo-MOVPE (photolytic-metal organic vapour phase epitaxy)
technique has been used to grow epitaxial films onto CdTe or GaAs substrates (with a
257nm frequency doubled Argon ion laser). The growth temperature was chosen to be
below the normal pyrolysis temperature so that decomposition of the metal-organics will
only occur within the illuminated parts of the substrate. A measure of enhancement of
growth rate by UV illumination is the photo-enhancement factor which has been
determined for CdTe deposits onto Si(100) substrates using the precursors dimethyl
cadmium (Me 2Te) together with either diethyl telluride (Et 2Te) or dimethyl ditelluride
(Me 2Te 2). For patterned epitaxial layers at 300"C, Et 2Te was preferable to Me 2Te 2
because Et 2Te was more stable, yielding a higher photo-enhancement factor. A 2-D
array of CdTe mesas (60 x 60pm) has been deposited onto a GaAs (100) substrate.
Using imaging SIMS (secondary ion mass spectrometry) the distribution of major elements
and impurities have been studied.

INTRODUCTION

The need for increasing device complexity and monolithic integration of different
semiconductor materials is exemplified in 2-D arrays of photovoltaic infra-red detectors for
thermal imaging. Epitaxial cadmium mercury telluride (CMT) has been used for
preparation of photovoltaic arrays using conventional processing technology [1]. This paper
explores the possibility of using a radically new technotogy of selective area epitaxy of
I-VI semiconductors onto different substrate materials which could themselves form part of
the complete device structure. Phrto-MOVPE (photolytic-metal organic vapour phase
epitaxy) has been used to reduce epitaxial growth temperatures by UV photo-dissociation
of the precursors with either Hg arc lamps or excimer lasers. Photo-epitaxy of CdTe
from dimethyl cadmium (Me 2Cd) and diethyl telluride (Et 2Te) has been reported at 250'C
by Kisker et al [2] using a low pressure Hg arc lamp and by Zinck et al [3] at 165"C by
parallel illumination to the GaAs substrate using a KrF laser. The present work uses a
257nm frequency doubled argon ion laser to illuminate the substrate through suitable
masks. A recent report [4] demonstrated the localised nature of the photochemical
reaction stimulated in this way. Unlike an excimer laser, there was no significant heating
effect due to direct illumination of the substrate; the maximum power density in these
experiments was 5W/cm 2

. Also, no laser damage or ablation of Hg containing films
would be expected using this method.

EXPERIMENTAL

All the deposition experiments were carried out in a horizontal silica reactor cell
similar to that described previously for UV lamp-induced deposition [5]. The
photo-patterning experiments used a modified reactor cell with optically polished, hydroxyl
free, silica mounted on a turret side arm on top of the reactor shown in fig 1. The
carrier gas was molecular sieve dried helium, which was also used as a purge gas to avoid
deposition onto the cell window. Transmission of the window could be checked after a
deposition experiment, ex situ, on a Perkin-Elmer Lambda 15 spectrometer. Attenuation
at 257nm was typically less than 5% provided that the purge and reactant flows were
properly balanced. The precursors were Me 2Cd together with either Et 2Te or dimethyl
ditelluride (Me 2Te 2).

Illumination of the substrate was either by direct illumination with the laser beam
which has a diameter of approximately 2mm or by using a collimator to expand the beam
to illuminate a 1-2cm diameter region of the substrate. A stainless steel mesh with a
120pm pitch was used as a simple mask, shown in fig 4a. The mask could be situated
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Fig I Schematic of reactor cell with mesh mask aligned with the flow separator.

either (a) before the collimator to project an image onto the surface; (b) above the
window in order to create a 2-D diffraction pattern or (c) inside the reactor adjacent to
the flow separator and in line with the substrate and UV window, as shown in fig 1.

The laser was an intra-cavity, frequency-doubled argon ion laser. Components includ-
ed a Spectra Physics 2020-5 argon ion laser with a 395B doubler. The cw power at 257nm
was between 100 and 150mW with a typical stability over a I to 2 hour growth run of -
7%.

Si(100) substrates were prepared using a 2% HF etch and deionised water rinse.
CdTe(100)2"-K(l0) substrates were prepared by a chemo-mechanicat polish of 2% bromine
in methanol with a heat clean at 430"C in hydrogen. GaAs(100)2-(110) substrates were
etched in 1:10 KMnO 4 :HCL solution [6] and heat cleaned at 350"C in hydrogen. The
heat cleans for CdTe and GaAs were both in-situ.

CdTe ON Si(100) SUBSTRATES

Si(100) was used as a suitable substrate for photo-deposition rate experiments.
Thickness profiles of these layers could be obtained by energy dispersive x-ray analysis
(EDX) whereby the relative intensities of the Cd and Te L lines could be compared with
the SiKet radiation from the underlying substrate [4]. Using a 2mm beam width at
150mW, the resulting intensity of . 5W/cm

2 
would be expected to decompose all the

reactants in the beam (for absorption cross sections - 5 x 1O- cm2) The thickness of
these CdTe layers will therefore give the maximum photolytic growth rate for a given
substrate temperature and reactant partial pressures. The thermal growth rate was
determined by measuring CdTe film thickness away from the illuminated part of the
substrate, and hence the maximum photo-enhancement factor could be obtained. Two
thickness profiles for CdTe are shown in Fig 2 for the Te precursors Et 2Te (a) and
Me 2Te 2 (b), grown at 250"C. Both films have a similar thickness, 0.8pm, corresponding
to a growth rate of 1.6p/m/h. The slightly higher vapour pressure used for Et 2Te (0.4
torr) would be more than offset by the Te 2 dimer released by photolysis of Me 2Te 2 as
proposed by Larciprete and Stuke [7]. The thermal growth using Me 2Te2 is represented
in fig 2(b) as the cross hatch region at the bottom of the graph, corresponding to a
growth rate of 0.15pm/h. The thermal growth component for Et 2Te was much smaller at
around 0.01 pm/h which is consistent with the known pyrolytic properties of these
precursors [1]. The different thermal growth rates are reflected in the widely varying
photo-enhancement factors of 7.3 and 125 for Me 2Te 2 and Et 2Te respectively. For good
photo-selectivity, the photo-enhancement factor needs to be as large as possible so that,
ideally, no deposition will occur in the unilluminated regions.

Another important consideration in determining the photo-selectivity of growth is the
extent to which decomposition of the precursors in the vapour will lead to a spread of
the photo-pattern arising from vapour diffusion of Cd and Te atoms. The thickness
profiles in fig 2 give some clue as to the possible extent of this effect. Fig 2(a) is
asymmetric with thicker deposit on the left hand side of the graph corresponding to the
downstream side of the deposit. Fig 2(b) is more symmetric, indicating that under these
conditions of growth there was less vapour spread with Me2Te.. However, in both
examples the pattern of deposition is predominantly replicating the substrate illumination
with most of the CdTe confined to a 2mm diameter disc shape. If the photo-deposition
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reaction was purely in the vapour with no surface photo-chemical reaction, then for a
reactant boundary layer 1cm thick, flow velocity of 5cm/s, the CdTe deposition would
extend more than 5cm downstream from the point of illumination. This is clearly not the
case. The SEM micrograph shown in fig 3 for CdTe deposited onto Si from Et.Te not
only shows a well defined boundary (replicating the beam shape) but also shows diffraction
patterns due to inhomogeneities in the reactor cell wall.

(a) * (b)
7 PHOTO - ENHANCEMENTrA •• FCTOR 12512

6 ACT PHOTO - ENHANCEMENT
- 210. FACTOR 7.3
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Fig 2 EDX thickness profiles for laser deposited CdTe onto a Si(100) substrate held
at 250'C and exposure for 30 minutes.

(a) 0.4 torr Et 2Te and 0.4 torr Me 2C,
(b) 0.3 torr Me.Te2 and 0.3 torr Me2Cd.

Fig 3 SEM micrograph of the surface of CdTe layer profiled in Fig 2(a), scale
markers are 0.1/pm wide.

CdTe ON CdTe(100)2" AND GaAs(100)2"

Epitaxial growth of CdTe has been shown to occur by either pyrolytic or photolytic
decomposition of Cd and Te precursors [2, 8]. The purpose of these experiments was to
combine both epitaxial growth and laser modulation of the growth pattern, the potential
for the latter demonstrated with the deposition onto Si(100) substrates. Different beam
conditions for epitaxial growth onto CdTe(100)2" substrates were used. UV intensity was
reduced by expanding the UV beam with a XI0 collimator. The reduced intensity was -i

50mW/cm
2 and the larger area of UV enhanced growth was - 2cm diameter. Epitaxial

layers were grown using either Et2Te or MeTe. together with Me.Cd, both resulted in

similar growth rates of 0.35pm/h. 100 channeling patterns were observed in these layers,
as repored previously, indicating that they were homoepitaxial [4].

Epitaxial growth onto GaAs(100)2" was carried out at a slightly higher temperature of

iI
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300"C which improved nucleation. The UV beam was 1cm diameter, with an intensity of
. 100mW/cm 2

. This is a highly mismatched layer/substrate system with an increase in
lattice spacing of 14.6% for CdTe compared with GaAs. X-ray texture patterns were
used to establish the crystalline nature of these films. These results will be described in
some detail elsewhere [9].

Layers I-2 m thick were grown using Et 2Te and Me 2Cd at partial pressures of 1.5
toff and 2.4 toff respectively. Previous reports have shown that improved epitaxial
nucleation of CdTe onto GaAs can be obtained by using Cd rich conditions 12, 9].
Me 2Te 2 was not used for photo-patterning at 300 "C because of the large component of
thermal decomposition of Me 2Te 2 at this temperature. In all the films examined, the
CdTe grew with a (100) surface on (100) substrates, no evidence was found for the
(111 )//(100) configuration.

Fig 4 Micrographs of (a) 120pmo pitch mesh mask and
(b) Nomarski contrast of CdTe epitaxial mesa structure on

GaAs substrate.

A micrograph of a 2-D array of CdTe epitaxial squares is shown in fig 4(b) with a
micrograph of the mesh mask used shown in fig 4(a). The layer was confirmed to be
epitaxial by x-ray diffraction. A 1:1 correspondence exists between the CdTe mesas and
the grid pattern showing that photo-enhanced patterning has occured. Each of the
deposited squares is approximately 60 x 60pm in size. Superimposed on this pattern are
additional features attributed to diffraction and Interference from the mask. This can
explain the additional structure, including small ridges between the mesas, indicating that
much smaller feature sizes could be defined by the UV beam.

Fig 5 SIMS imaging for As and Te from CdTe mesas on a GaAs substrate.

' I
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This layer has been analysed using imaging SIMS (secondary ion mass spectrometry).
Major element images for arsenic and tellurium are shown in fig 5. The CdTe mesas are
delineated by the tellurium map and corresponding absence of signal on the arsenic map.
Depth profiles for the impurity elements A], Si, Na and K are shown together with the
Te depth profile in fig 6. The featureless profile for Al is thought to be due to
background contamination and not representative of the impurity level in the layer. The
profiles for Si, Na and K show dips in concentration in the layer with high levels at the
CdTe/GaAs interface which is attributed to substrate contamination. The maps for 2 Na.
3%K and 2 ISi corresponding to the interface are shown in fig 7. By comparison with the
tellurium map, it can be seen that these impurities lie underneath the CdTe islands. The
surrounding GaAs has been milled by the primary beam to below the original substrate
surface and therefore does not show high concentrations. Similar impurity maps
corresponding to the dips in the profiles in fig 6 (i.e. in the middle of the CdTe layer)
do not show these concentrations of impurities.

S r CdTe ' GaAs .,, ... ,.,-,.,. te

10

toI

Fig 6 SIMS depth profiles through CdTe/GaAs mesas for 2 7A, 2Si, 23Na, 3'K ions.
The interface is shown b the im urit ks.

Fig 7 SIMS imaging of CdTe/GaAs interface region for 
2 3Na, 3'K, 2 Si and 1

2
sTe.
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CONCLUSIONS

Some of the factors determining the localisation of epitaxial growth by projection of a
UV beam have been considered. Localised deposition of CdTe onto Si(100) substrates has
indicated a higher photo-enhancement factor using Et 2Te than Me 2 e2, although the
latter appears to show less vapour diffusion of Cd and Te. Epitaxial layers have been
grown onto CdTe(100)2* and GaAs(100)2' substrates at 250 and 300'C respectively. A
2-D array of epitaxial CdTe mesas have been grown for the first time onto a
GaAsa100)2* substrate and the pattern analysed using imaging SIMS.
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GROWTH MECHANISM OF DIRECT WRITING
OF SILICON IN AR

+ LASER CVD

Takeshi Nagahori and Satoru Matsumoto
Department of Electrical Engineering, Keio University
Hiyoshi, Yokohama 223 Japan

Abstract
Silicon lines are directly written using argon ion laser

CVD. The thickness profile of the line has a Gaussian-like
shape. The thickness profile is calculated with the model based
on Arrhenius behavior. A good agreement is obtained.

The effective exposure time is used to analyze the direct
writing process. Using it, the average growth rate is
estimated to be about 100 times faster than that of
conventional large area CVD with the activation energy of 2.4±
0.4eV.

INTRODUCTION

Direct writing of thin films of various kinds of materia:s
has been performed using the laser-induced chemical vapor
deposition (LCVD) method[l]. LCVD has been recognized as a
promising technique in fabricating micro-electronic and -optic
devices by a maskless, low-temperature process. This technique
has now been developed in application to the fabrication of
MOSFETS[2] and interconnections[3] in integrated circuits(IC).

A cw argon ion laser has been used chiefly in writing Si
lines with pyrolytic LCVD[4]. Highly-conductive, fine Si lines
with submicrometer spatial resolution have been realized[5].
However, the mechanism of direct writing of Si lines with
pyrolytic LCVD remains obscure.

In writing interconnect lines in IC with the LCVD
technique, the cross sectional shape of lines becomes
important with the reduction of device dimension. The detailed
analysis of the shapes of lines has, however, not been carried
out.

In this paper, we perform direct writing of Si lines by
argon ion laser CVD, make the qualitative analysis of the line
cross sebtional shape by relating it with the laser power
density, and discuss the mechanism of LCVD.

EXPERIMENTAL

A LCVD apparatus consists of an argon ion laser, optics,
and a chamber. A multiline, cw, argon-Ion laser beam was
focused on the substrates with a 6-cm focal length lens . The
focused beam radius (l/e2 intensity points) was 14.3 pm. No
special effort to focus the laser beam finely was made in the
present work.

Substrates used in this work were p-type, single-crystal
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(100) Si Wafers and Si wafers covered with thermally grown SiO 2
of 3400 A thickness. This thickness of SiO was selected to
equate the reflectivity of Si covered with SiO2 at the
wavelength of argon laser to that of bare Si.

After setting substrates in a chamber, 5 Z SiH 4 diluted in
nitrogen gas was introduced in the chamber at atmospheric
pressure. The chamber was mounted on an x-y stepping motor
translation stage, which was moved with the scan speed of 1-4
mm/s. The laser beam irradiated the substrate perpendicularly,
leading to direct writing of Si lines. The backside substrate
temperature was kept at 300 OC. As the scan time was long, a
steady state was established in this work.

One of the key parameters in pyrolytic LCVD is the spatial
distribution of temperature on the substrates induced by laser
irradiation. Since the line width is so narrow , it is
difficult to measure the temperature on the substrate
accurately. Therefore the steady-state temperature distribution
on the substrate was calculated using the Lax [6] method
including the temperature dependence of thermal conductivity.
The cross-sectional shape of the Si lines was determined with
SEM observation of cleaved lines or Nomarski microscope
observation of angle lapped lines.

RESULTS AND DISCUSSION

The deposited line of direct writing with LCVD was
confirmed to be Si with Auger electron spectroscopy.

Figure 1 (a) and (b) show Nomarski microscope photographs
of an angle lapped Si line on a Si substrate. In Fig. l(a), a
convex cross section is observed, corresponding to the
distribution of laser power density. On the other hand, in
cases of larger laser power (Fig. l(b)), a dip is observed in
the center of line and interference fringes, which indicate the
occurence of Si melting in the dip region.

Fig. I Nomarski microscope photograph of angle lapped Si line
on the Si substrate, (a) laser power 2.34 W, (b) laser
power 2.45W.
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These are typical characteristics of the cross sectional
shapes of Si lines in pyrolytic LCVD. Such a laser power
dependence of the line shape has previously been reported by
Biuerle[7]. Here we investigate the laser power dependence of
Si line shape in detail, particularly under the conditions of
nonmelting Si.

Figure 2 shows data of the maximum thicknesses of
deposited lines as a function of the temperature on the
substrate at the beam center for different scan speeds. The
temperature on the substrate corresponding to laser power
density was calculated by the Lax method as described
previously. The laser power density required to melt Si in the
calculation was corrected with the laser power density needed
to melt Si actually as a reference. With no melting of Si, the
thickness at the center of scan axis is the maximum thickness
as shown in Fig. 1(a).

The cross sectional shape of a Si line can be analyzed
with the model that the growth rate of the deposited line is
characterized only by Arrhenius behavior. It is assumed that
the growth rate V is given by

V=Voexp(-Ea/kT), (1)

where E is the activation energy of the chemical reaction in
the LCV process. Using this expression of growth rate, the
thickness of the Si line at the center of scan axis, d(O), can
be expressed as

d(O)= Voexp(-Ea/kT(O,t))dt, (2)

where T(O,t) is the temperature at time t at the center of the
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scan axis. T(O,t) can be obtained by relating the temperature
distribution curve for static laser heating to scanning
conditions and d(O) can be calculated numerically.

By fitting the calculated results of Eq. (2) to the
experimental results of Fig. 2, Ea and V0 are determined.

The thickness of Si lines at a distance x from the center
of scan axis, d(x), can be written as in Eq. (2) as follows.

d(x)=fVoexp[-Ea/kT(xet)]dt, (3)

where T(x,t) is the temperature at time t at the distance x
from the center. Substituting Ea and V0 determined from the
above procedure, d(x) can be calculated. That is, the cross
sectional shape of a Si line can be simulated using the values
of Ea and V at the center of scan axis. Figure 3 shows the
experimental and calculated results. Good agreement is
obtained. Thus the thickness of the Si line at any distance
from the center can be predicted using the model based on the
Arrhenius behavior of growth rate.

The growth rate, which is an essential parameter in the
direct writing of LCVD, is generally expressed as

-V-d.v/w, (4)

where d is the line thickness, w is beam radius and v is scan
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Fig. 3 Thickness profile of laser CVD Si line
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speed. In order to characterize the scanning beam process, we
use the effective exposure time.

The temperature at the center of the scan axis at time t,
T(Ot) is schematically shown in Fig. 4(a). The thickness d(O)
at the center is given by Eq. (2) as stated previously using
T(0,t). Now T(O,t) is replaced by the rectangular pulse of
width Taft and height Tma as shown in Fig. 4(b). Thus Eq. (2)
can be expressed usingm the effective exposure timeff,

d(O)- Voexp(-Ea/kTmax)eii (5)

Substituting Vo and E determined from Eq. (2) into Eq. (5).
Tetf is found-to be en by weff/v, where weff is the FWHM of
t e Si line. "eff is on the order of several msec in the
present work.

In order to compare conventional large area CVD with
direct writing LCVD, it is appropriate to use the average
growth rate, ", which is defined as d(O)/Teff

The data of the average growth rate a-reshown in Fig. 5 as
a function of reciprocal temperature using the data of Fig. 2.
The activation energy of 2.4±0.4eV is obtained. This value is
similar to the value(1.93eV) reported by Biuerle et al.[4] for
Si deposition by Ar ion laser. The present activation energy is
also similar to that(1.9 eV) of the conventional thermal CVD,
indicating that the growth of the Si lines in LCVD is limited
by surface reaction, too. It is also found that the average
growth rate falls on a single l-ine for scan speed of 1-3mm/s.
This indicates that the growth of a Si line on a Si substrate
proceeds at steady state within several msec.

For a scan speed of 4 mm/s, the maximum thickness was so thin
that the accuracy of measurement was considered to be
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insufficient. As compared with large area thermal CVD, the
average growth rate of LCVD is almost 100 times faster than
that of large area CVD.

A higher growth rate is obtained for a Si substrate
covered with Si0 2 * The reason for this is that the surface
temperature rises with the deposition of Si because of the
change of reflectivity on the surface and the smaller thermal
conductivity of SiO2 than that of Si.

SUMMARY

Direct writing of Si lines by Ar ion laser CVD has been
performed. The cross sectional shape of the Si lines are
investigated in detail. They are analyzed by a model based on
the Arrhenius behavior of growth of Si lines.

In order to analyze the scanning beam process, the
effective exposure time is introduced. It is found that the
growth rate of direct writing LCVD is estimated to be 100 times
faster than that of large area CVD.
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A COMPARISON OF THE GAS PHASE PROCESSES RESULTING FROM SiH4 AND Si2H
PHOTODISSOCIATION WITH A PULSED ArF EXCIMER LASER

E. BOCH, C. FUCHS, E. FOGARASSY, P. SIFFERT
Centre de Rechercbes Nucleaires (IN2P3), Laboratoire PHASE (ER du CNRS n°292),
23, rue du Loess, F-67037 Strasbourg Cedex, France

ABSTRACT

We present in this paper a comparison of the photodissociation processes of SiH4
and Si- under pulsed excimer ler r at 193 nn. The eprimental curves of the gas
composition as a function of laser energy density show tat the dissociation of Silte
results from both one and two-photon absorption whereas SiH 4 only absorbs two
photons. The deposition yield of SiH 4 has also been determined as a function of the
number of laser pulses or initial pressure. These experimental results show theestablishment of a stationary state in the gas phase and prove the existence of reverse

reactions in the disilane kinetic model. The photodissociation of SiHe under UV laser
excitation (193 im) presents, therefore, similar properties to those of SiHl4 .

INTRODUCTION

Thin film deposition at low temperature of hydrogenated amorphous silicon by

disso-ciating silane or disilane with UV ght is now well recognized as an interesting

technique. We propose in this work a comparison of the photochemical processing in

the gas phase resulting from the decomposition of Sill4 and SiH e at 193 nm, using a

pulsed ArF excimer laser.

There are differences between Sill4 and SiH-I in the number of photons absorbed
by the electronic states of the two molecules. At 193 nm, silane is only excitec by a two-

photon process, whereas disilane can be dissociated by absorption of one photon. We

show here that a two-photon excitation of SiH-l is also possible.
Using a condensation technique, we determine he as composition after laser

irradiation of SiHe and silane by measuring the partial pressure of different species
created in the sealed chamber during the photodissociation.

These results prove the existence of a steady state in the disilane dissociation

process and demonstrate the presence of reverse reactions in the chemical kinetic model.

EXPERIMENTAL

Pure disilane, sealed in a suprasil quartz cylindrical reaction chamber (diameter - 3

cm, L - 10 cm) at pressure ranging between I and 100 Torr, was irradiated under

norma] incidence with a Lambda Pysik (EMG 201 MSC) ArF excimer laser providing

193-m pulses of 20 n duration with fluences ranging between 5 and 300 m/cm. The

irradiated area (= 0.25 cm) is continuously moved along the reactor in order to prevent

the deposition of silicon n the walls.

The final pressur es s (H, Sil 4, SiH) were determined after

different irradiation times (i.e. number of lasrpulses) or different initial pressures of

SiH using a condensation technique reviously escribed (1).

do not e into aount is or higher silanes, whose concentration in the cell

is low enough to be neglected.

p t e S yctonip. P aeos. f12. 1iW w ol ecu e R t1h tay
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RESULTS AND DISCUSSION

As described in a previous paper (2), the photodissociation of Sil- 4 at 193 nm is
achieved through a two-photon excitation process:

Sil- 4 + 2 h& SiH4*

Fig. 1 shows the non-linear behavior of Siff, decomposition (and deposition) as a
function of the laser energy and proves the existence of a two-photon energy threshold of
-35 mJ/cm2.

0..

O arnewbydnapilymemS pu600

A

Fig.1 :Depo~tin yild f Sil 4 s a ig.2 :Absorption spectrum of Sill4 and Si2H6fu- cot sz UV range (4).

As shown by the absorption spectrum of disilane in the UV range (Fig. 2), the

dissociation of SiH, at 193 nm can be described by a single photon excitation process

Si2He + 1 h Si 2He*

and the deposition yield of disilane should be linear with the laser energy density.
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w Fig. 3: Deposition yield of Si2 H6 as a function

" of laser energy density.
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Fig. 3 shows that in fact, for Si3 , the process is linear at low energy and becomes
non-linear above a laser eneray teshold of about 40 mJ/cm'. The fluence threshold
value depends on the molecular virtual state life time. Since the bond energies involved
in the SIH4 molecules are dose to those corresponding to SiH1 molecules, the two
intermediate state life times, and consequently the threshold values, cannot be very
different. This is well confirmed by the experimental results of 35 and 40 mJ/cml.

The single photon process is not the only way of excitation: disilane can also be
decomposed above 40 i/cm' by a two-photon excitation process. The difference
between the experimental curve and the straight line represents the part of the two
photon process. The quantum yield for single and two-photon processes depends on the
values of the absorption cross sections. These SiJHs absorption cross sections will be
determined and presented in a further paper.
SThe deposition yield of disilane is simply the ratio of silicon atoms deposited on the~wall,

ESlinitial - Esgas

ESiinitial

This ratio can be easily calculated by the relation

r = 1 - SiH + 1/2 Sill for disilane
Sis~fl o

and

r = S- + 2Si"' 1- Si11 for silane.

Si2H 6 created in the gas phase during the silane photodissociation can indeed be
neglected (1).

The experimental deposition yield of SiH 4 as a function of the number of laser
pulses or irradiation time (Fig. 4) shows the establishment of an equilibrium state which
proves the existence in the chemical model of reverse reactions to regenerate SiH 4 (1).

LO 1.0

PWM Ssorrtorr

Lu 10 tor

.. 0

0.0
0 - 0 5000

NUMBER Of PULSES

R19.4 :Deposton yleld of SlH4 os o ig. 5: Deposton yeld of S121-16 o
function of the number f loser pubes. function of the number of laser pulses.
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Similar results are observed when using disilane as the active gas. Ft. 5 shows
dearly that the deposition yield tends to a constant value even if the equilibrium state is
reached after a number of pulses much hi"r than in the silane dissociation. Indeed,
the number of equations involved in the kinetic models is larger for Si116 tan for SiHl4 ;
the radical species have a greater choice of possible reactions, which delay the
establishment of the equilibrium state. It is also proved that the process is more efficient
when the initial pressure of disilane decreases. 1 rium state is also observed on
Fig. 6, which represents the final pressure of silane divided by the final pressure of
disilane as a function of number of laser pulses. This result can only be explained if we
assume the existence of reverse reactions to regenerate SiHE6 and to keep the gasphase
in an equilibrium composition. The importance of reverse reactions increases with
pressure since the number of shocks between molecules and radicals is favored.

S;M4 155

5ter

'g. 6: - (final pressure) as a function of

the number of loser pulses in the disilane
photodlssoclatlon.

We.4 torr0 , I , Io , ,

0 5000
Mmusti OF PJLStS

We deduce from these experimental results that kinetics processes for silane and disilane
are based on the same model. We suggest in Table I (see next page) the principal
reactions involved in the dissociations of Sil- 4 and Si214. The reactions leading to the
formation of higher silanes are neglected.

We emphasize that the dissociation of SiHE is more efficient at low pressure. We
have measured the deposition yield of Si2H as a function of initial pressure (Fig. 7), by

1.0 LO

NUMIER OF PULSES:600 NumbWloflsewptlGes: 2100
E ;125 MJ.cm-2p.uLE-1

1065

00 L-_ __ _ _

0 50 10C o Is n 7 TOO
NITIAL PRE SURE OF OISILANI (ORnA) iNIiAL PRESSURE OF SILANE (TORR)

FI7: Depo yield of S12H6 as a function Hg. 8: Deposition yield of SIH 4 as a function
of dWlne Initial pressure. of slone Initliol pressure.
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comparison with silane (Fig. 8). Both gases present the same behavior the dissociation
is more efficient at low pressure.

TciftI: Piincipcj rections of the SI1,4 and S)lj6 Photol$sockoton procoess

SIH4 + 2 hv -+ SlH 52%+ I hv -4S92 V

S124 6 + 2hy-* S 2%*

Formotion of radicals
SHs* H3 +H $12%~ SIH 3 + SH2 + H
SlH4-.SlH2 +H2  SI H%- SlH3 + SH+2H

SlfM6-+SI 2HS+H

S12%~ -+ SIH2 +S1-4

Fotmoffon of stable species
H +SI4 -*H 2 +S11-3  H + SiftH~-- 3 + SH~4
Sil- 2 + SHAS12116  H" 26S5+V1
SIH 3 +SlH 3 -S04 2 + SiH4  S11-3 + W4 3 -*SIH 4 + 51-2

Reverse reactions
Sl2H6 + H S11-14 + SlH3  SIH 3 + SH3-4S121 16
H2 + SH2 +SH 4  S12HS + H -i51H 6

Deposition
SIH3 +wall isolid SIH 3 +wal-4 Solid

SIH2 + wll soldS1 2- 5 +wallI--+solid

CONCLUSION

We have shown in this work that the dissociation of SiHl at 193 nm occurs by both
one and two-photon processes.

We have proposed a Sen"ra model for the kinetics of the dissociation including in
both cases reverse reactions to regenerate the initial gas. These reactions are necessary
to explai the establishment of an equilibrium state observed in the two cases.

Finally, we have shown that the deposition yield increases at low pressures.
In conclusion, silane and disilane, despite their different ways of excitation (one

or/and two-photon Processes), present the same general kinetic behavior in the gas
phase under pulsed UJV light (1913 am).
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ABSTRACT

The viability of ammonia as a sensitiser for the epitaxial
growth of Ge on GaAs by laser photochemical vapour deposition
(LPVD) has been investigated. Specifically NH3/GGH 4/He (0.8/5/95
scca, 5.5 Torr total pressure) mixtures have been irradiated by a
193nm ArF excimer laser in parallel geometry for substrate
temperatures, T,<4000 C. An evidenced by a dramatic acceleration
in Ge film growth rate, the NH3 efficiently couples the laser
radiation to the GeH4 precursor molecule. The microstructures of
LPVD Ge films grown with and without NH3 have been examined by
TEN, and the epitaxial nature of both types of films has been
verified, although some subtle differences are noted. Chemical
analysis of the deposited films has been carried out using Auger
spectroscopy, X-ray photoelectron spectroscopy and secondary ion
mass spectroscopy. Our results show that there is little or no
nitrogen incorporation into the Ge films grown in the presence of
NH3 , and that hydrogen contamination in our films is minimal. The
beneficial effect of NH1 on the growth rate of LPVD Ge films is
attributed to the photolytic production of hydrogen atoms which
efficiently decompose Ge 4 by hydrogen abstraction collisions.

INTRODUCTION

Tavitian et. al.[1,2] and Kiely et.al.[3] have previously
reported the epitaxial growth of Go on GaAs(001) from GeH4 using
parallel geometry laser photochemical vapour deposition (LPVD).
Microstructural characterisation of the films was carried out by
transmission electron microscopy (TEN) and thgse authors found
that the Ge grew epitaxially for - 200-700A before turning
amorphous in character. Go epitaxy was achieved for substrate
temperatures (T.) as low as 280 0C, which is close to the
pyrolytic threshold of GeH4. This represents a 1200C reduction in
growth temperature from those typically used in conventional low
pressure chemical vapour deposition, which is desirable in order
to reduce autodoping effects.

The gas phase reaction mechanism proposed was that the GeH4
was photolytically decomposed, yielding predominantly GeH 3 *:

GeM4 + 193 GeH3  + H" (1)

The GeH3 • then reacts via a three body process to form Ge2H6
which has a lower pyrolytic threshold (<2000 C) than that for GeH4
(2800 C) (4,5]

GeH3 " + GeH3 " + M - , Ge 2 H6 + M (2)

where M is any third body such (such as He). The Ge2H6 typically
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diffuses a distance of 10-60 mean free paths to the substrate
where it is adsorbed and subsequently pyrolytically decomposes to
form0 Ge. The switch from crystalline to amorphous material after
700 A was attributed by Kiely et al. C3] either to low Ge adatom
mobility at such low growth temperatures or to the differing
catalytic behaviour of GaAs and Ge surfaces to the Ge2H6
molecule.

The GeH precursor molecule is virtually transparent at the
rare gas-haltde excimer laser wavelengths of 193 and 248 na (thephotodissoc tion cross section, o, for GeM4 at 193nm being only
2 -3 x 10- v cm2  [6,7]). A possible way of increasing the
efficiency of the photolytic decomposition of GeH4 is to employ a
photosensitiser which absorbs strongly at the source wavelength
and efficiently transfers its internal energy to the Ge 4
precursor. In this study we the effect of as a
photosensitiser (c, at 193nm- 10 cm [8]) on the LPVD reaction
kinetics. Furthermore, we have characterised the microstructure
of the deposited films by TEN, and the chemical composition of the
films by AES, XPS and SINS.

APPARATUS AND GROWTH RATE RESULTS

The experimental apparatus has previously been described in
detail (1,3] and will only be reviewed briefly here. Mixtures
composed of NH3 , GeH and He (0.8,5.0,95 accm mass flow rates
respectively and 5.5 Torr total pressure) were dissociated by an
ArF laser beam directed parallel to and 2.2mm above the substrate
surface. At all times the laser fluence was maintained at or
below 17mJ cm- and substrate temperatures in the range 4100 C to
room temperature were investigated. The film growth rate was
measured in-situ by monitoring with a pyrometer the GaAs(5um) IR
fringes produced as the Ge film grows. Alternatively the growth
rate on an Si02 substrate placed directly next to the GaAs
substrate in the growth chamber was determined by He-Ne laser
transmission measurements.

The dramatic rise in the Ge film growth rate that occurs
upon adding lsccm of NH3 to the GeH4/He gas stream is shown in

lscmNI e/S102
35 GeH4/He

-- \ I $cm NH:3 eP-30.5 TortI I OOsccm
55X GeH4/H

>I0sccm o NH

P30.5 Torr -2
Ew', -t6.6mJ-cm
40 Hz

0 1200 C . T ( 0 "
Time (seconds)

Fig.1. Raw He-Ne laser transmission curves for LPVD growth.
Fig.2. Growth rates as a function of temperature for conventional

LPVD and NH assisted LPVD growth.
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K Figs.lI and 2. Fig.l Igivei the raw He-lie laser transmisdion Curves
that were obtained at T -3050c. Film growth leads to an
exponential decay of the rel laser intensity with time, allowing
one to extract the f ilm growth ra o. in the absence of NU3 1 thl
Go film growth rates vary from 4.8 .A in-l at 2050 C to 1l.Sk min
at 3050 C. However, am shown in Fiq.2 the addition of NH3 to the
gas flow results in a growth rate increase of 30-40x in this
temperature range. Although this effect was observed for every T.
studied, it becomes increasingly pronounced as the temperature is
reduced.

STRUCTURAL AND CHEMICAL ANALYSIS OF FIUIS

Despite a more than order of magnitude improvement in the Go
film rot rate, cross sectional TEN (eq. see rig.3 for a

T5 =30 OSC sample) shows that the Ge overlayer grows epitaxially
for the first -2501 before turning amorphous. This result is
broadly similar to the microstructures reported previously (1,3]
for conventional LPVD films except that the epitaxial to a-Ge
transition occurs sooner. One subtle difference noted in the
microstructure of films grown by conventional LPVD and KH3

Fig.3. Cross- sectional
micrograph of an N03
assisted LPVD film
with T. -3050c.

2m 040

111 000(112)1

\0 Wowe rhlga from

Viq.4a (100) SAD? obtained from NH3 assisted LPVD filma.
Fig. 4b Schematic indexing of the pattern in Fig 4a.
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Augw sper-mg

ap
2IO

Go on Qs grown with NI3

KINETIC ENERGY, EV
Fig.5. DF image showing <1l2>R Ge microcryutals in film.
Fig.6. Auger spectrum from an NN 3 assisted LPVD film.

assisted LPVD is that the latter shows the presence of Ge
microcrystals (typically 70-100A in diameter) within the a-Ge
layer. Analysis of SADPs obtained from plan view samples of such
films indicate that the Ge microcrystals are not randomly
oriented (Fig.4a). The schematic indexing of this (001) pattern
(Fig.4b) demonstrates the presence of (001)Ge and a-Ge along with
Ge microcrystals which are oriented with their [1123 axis
parallel to the film normal. Two epitaxial variants of the
microcrystals exist (which are related by a 900 rotation about
[112]Ge) and have been defined as <112> and c112>R type such
that:

<112> type :- Ge(112]//GaAs[001], Ge[I10]//GaAsmll0]
<112>R type :-Ge(112]//GaAs(O0], Ge[1l0]//GaAs8lI0]

The Ge microcrystals are identified as such from lattice fringe
spacing measurements from HRE images, and they are most clearly
seen in DF images of plan view samples (Fig.5). The fact that
they are only present in NH3 assisted films suggests that their
nucleation may be associated with the increased growth rate
and/or a recrystallisation process seeded from the epitaxial Ge
layer.

An Auger spectrum from an NH3 assisted LPVD film is shown in
Fig.6. The expected N signal (395eV) is not observed (as
indicated); only those due to the Ge are present, with the main
peak being at 1148eV. Similarly, the Nis signal was not detected
in the XPS spectrum. It can be concluded from these results that
nitrogen was not present in the film at concentrations greater
than 1%. This result is a radical departure from previous LPVD
experiments (8-11] involving NH 3 in which the primary purpose of
NH3  was to act as a nitrogen donor in the growth of
stoichionetric SL 3 N4 . In such a situation the amidogen radical
NH2 " is the critical species.

The Ge3d XPS spectra for the LPVD Ge film and the commercial
Ge(001) substrate standard are shown in Fig.7. If GeH were
present in the film in significant quantities, a broadening of
the 3d signal would be expected. However, the FWHM for both peaks
are identical at 1.46eV.

l J m ml eetII mm i l l mm_ __m l e
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T XPS Ge 3d TABLE 1 (a)
7

470 G
72 72Ge

t, 82 7oGe012C
" 84 72Ge+12C and 7 0Ge+14N

SfilTABLE l(b) Vass Ratios
70/72 82/84

Ge standard (isotopic)
- Ge standard 0.76 0.42

-34 -32 -30 -28 -26 -24 - 2 Ge film 0.75 0.75
BINDING ENERGY (EV)

Fig.7. Ge3d XPS spectra for the MR3 assisted film and a
Ge standard.

To check whether N is present in concentrations less than
1%, depth profiles of these samples were obtained using SIMS.
Relevant isotopic masses and intensity ratios are shown in Table
1. It can be seen that in the Ge standard substrate, the ratio of
mass 82 to 84 is not the same as the isotopic ratio for mass 70
to 72. The intensity of mass 84 is higher than would be expected
and suggests the prescence of nitrogen in small concentrations.
However, in our NH3 LPVD films the 82 to 84 mass ratio is
identical to that of the 70 to 72 isotopic ratio, indicating the
absence of nitrogen. The count levels of mass 82 and 84 were also
much higher suggesting the prescence of carbon throughout the
film. The carbon contamination most likely originated from
hydrocarbon associated with the pumping system and appears to be
a further possible cause of the crystalline, to a-Ge phase
transition. Since the solubility of C in Ge is low, crystalline
Ge may initially form pushing the carbon contaminant along with
the growth front, until eventually the C concentration exceeds a
critical level at which only a-Ge (containing C) may form.

CONCLUS IONS

Addition of trace amounts of 1H3 to the gas flow stream
dramatically enhances the film growth rate and yet: 1) the films
are still initially epitaxial for T >3000 C and 2) nitrogen and
hydrogen incorporation into the ilms is negligible. The
beneficial effect of NH is attributed to the efficient single
photon dissociation of x 3 which yields free hydrogen:

NH3 + h2 Ni2 " + H' (3)

The highly reactive hydrogen atoms liberated by reactign (3)
rapidly produce oeH 3, radicals by the hydrogen abstraction
process -

H" + GeM4 Ge 3 " + H2 (4)



206

which subsequently enhances the Ge2 H6 production rate by the
three body process:-

GeE3 . + GeH3 ' + M ---- * G02 H6  + N 5

Hence, the major role played by the NH3 is to artificially
enhance the H atom production rate which in turn accelerates

Heapodcin The Ge2 H6 then subsequently pyrolyses at the
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LASER-INDUCED CHEMICAL VAPOR DEPOSITION
OF Ge-Se THIN FILMS

Tongsan D. Xiao and Peter R. Strutt.
The University of Connecticut, Institute of Materials Science and Department of
Metallurgy, U-136, Storrs, CT 06268.

Abstract

The synthesis of Ge-Se deposits has been demonstrated by using continuous wave
CO2 laser excited reactions of GeCI, and Se2CI2 precursors, each transported in an
argon carrier gas. The deposited Ge-Se layers are rich in Ge with a composition of
70% of Ge and 30% of Se. Microstructural examinations reveal that the micro-
structure consists of amorphous Ge-Se particles ranging in diameter from 2000 A to
7000 A. Suggestions are made for the possible mechanisms that might occur during
film deposition including, pyrolytic reactions, multiphoton dissociations, and Vol-
mer-Weker film growth.

Introduction

Ge-Se films have generated considerable interest as infrared photonic material
(I-3]. Several alternative techniques have been developed for deposition of optical
films, including conventional CVD and PECVD Ci,4,5] . Japanese investigators
have deposited GeO2-Sbl and other chalcogenide glassy films inside a fused quartz
tube by reacting GeCl and SbCls with an oxygen flame and hydrogen gas [6].
Wilson has successfully deposited Ge-Se films on fused quartz [1]. In Wilson's work,
f and microwave radiation were used as the energy source for the dissociation of

GeCI, and Se2CI2 inside the quartz tube.

Recently, laser chemical vapor deposition (or LCVD) has been explored [7-13].
The reasons for the rapidly growing importance of LCVD lies primarily in its versa-
tility for depositing a very large variety of elements and compounds at low temper- A
atures in the forms of amorphous and crystalline layers having a high degree of '9I
perfection and purity. The deposits, including those of metallic elements and com-
pounds, semiconductors, and insulators, form in the amorphous and crystalline
states. Although this technique has proved to be efficient in the development of thin
film technology, little attention has been paid to synthesizing infrared photonic ma-
terials by LCVD. 4

The nature of laser-vapor-substrate interaction depends upon the radiation char-
acteristics (wavelength, intensity) and optical properties of the vapor and substrate.
The selection of a particular reaction system involves a knowledge of the optical be-
havior of the reactants and the substrate under specific radiation conditions. In the
current experiments, for instance, Fourier transform infrared spectroscopy shows
GeCI4 to be transparent at a wavelength near 10.6 jm, while fused silica and Se2CI,
are strongly absorbant. .

Experimental

The experiment setup is shown in Figure I. Fused SiO 2 samples of I cm 2 xO.6 cm
were mounted on the sample holder with the surface being modified perpendicular
to the incoming laser beam. The reaction chamber was first evacuated to about 0.4
to", and then back-filled with argon at 0.1 atmosphere pressure. The mixtures of

08. am. .. vol t*Im son noRw" OJNh 8000 7
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Figure 1. Schematic diagram of the LCVD system.

GeCIl, Ar and Se2CI2 were combined prior to injection through a delivery nozzle into

the beam-substrate interaction zone, with argon flow rates of 100 seem and 200 sccm
for GeCI4 and Se2CI2 , respectively. The Se 2CI2 precursor liquid was heated up to
about 35 ° C to ensure complete vaporization in the flowing stream of argon. In these
situations where the substrate was stationary, the laser-radiation duration was 10
minutes using a power density of 2.54 x L03 W/cm2 . Another type of experiment in-
volved deposition of successive Ge-Se layers onto quartz substrates mounted on a
rotating stage. Using a beam-substrate relative velocity of 1.4 em/s, thin films were
deposited in a total interaction time of I seconds during successive rotations.

Characterization of the deposited layers was done using wavelength-dispersive
x-ray analysis, Fourier transform infrared spectroscopy in reflection mode, scanning
electron microscopy, transmission electron microscopy, and x-ray diffraction analy-
sis.

Results and Discussions

Several interesting phenomena were observed during the deposition process, both
in the case of a stationary and moving substrate. For a stationary substrate, an
intense plume formed during the initial period of laser interaction, this existed for
several seconds. Extinction of the laser plume occurred which would appear to result
from momentary depletion of reactants in the vicinity of the interaction zone. In-
terestingly, although the plume did not form again, the deposition process continued
at an appreciable rate. However, the initial plume is important, since it appeared to
play a critical role in initiating the deposition process.

Examination of the SEM micrographs (Figure 3a) suggests that the film growth
might be due to the Volmer-Weber mechanism [14] . Initial nucleation could be
caused by the chemisorption of species that led to the growth of 3 dimensional Ge-Se
islands which later coalesced to form a continuous film. Figure 2 is a typical SEM
micrograph at low magnification which indicates that most of the Ge-Se film was
deposited in regions away from the beam-substrate interaction zone. Typically,
particle sizes of about 7000 A average diameter are observed in the heavily deposited
region (Figure 3b).
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A. bcam-substrate
A interaction zone.

B. hci' ily dcpo,;itcd

p region.

Figure 2. A SENI photograph showing proflc of thc deposited film.

(a) 10O3Lm (b) I gim

Figure 3. SEM photographs showing (a) surface roughness (b) uniform distribution
of the particles.

10 JAM

Figure 4. Gc.Sc dMpoits (rotating substrate) showing thc progressive build-up of
each layer.
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For a rotating substrate, the product material was progressively deposited (Figure
4), as the substrate passed beneath the incident laser beam. The average particle size
was smaller than the case of stationary specimens, typically about 2000 A mean di-
ameter.

Wavelength-dispersive x-ray analysis indicated the film composition to be 70%
Ge, 30% Se, together with trace amounts of Cl (less than I percent). This result is
in agreement with that obtained by other workers [1]. X-ray analysis showed the
deposited layers to be amorphous. Fourier transform infrared analysis revealed
peaks at 1072 and 1045 cm-' , which correspond to Ge-Se bonds as shown previously
[lS-17]. A small peak corresponding to Ge-O bond was also observed in the analysis
which could be due to the presence of the oxygen within the deposits. Transmission
electron microscope replicas also revealed that single crystals of diameter of about
2000 A had formed within the deposited films. Figure 5 shows a bright field image
of such a crystal and the diffraction patterns suggested that the Ge-Se crystals had
a distorted BCC lattice structure.

(a) : (b)
Figure 5. TEM micrographs (a) bright field image of a Ge-Se single crystal (b)

diffraction pattern of this crystal.

In considering mechanisms within the interaction zone, two basic features are
that, for 10.6 um radiation: (i) GeCl, vapors are highly transparent and probably
undergo pyrolytic dissociations; and (ii) molecules of Se2C 2 are strongly absorbant
and possibly dissociate via a multiphoton process. In a model which has been de-
veloped, the calculations indicate that most of the laser-beam energy reachcs the
substrate surface [l8]. Since the electromagnetic field of the beam has an optical
absorption distance of 40 /m, there is significant substrate heating. Actual temper-
atures obtained during this process have been measured experimentally. At the rel-
atively low power density employed, substrate melting did not occur even after
continuous irradiation of stationary specimens for 600 seconds. During most of this
time the surface temperature was in the range of 1000 to 1500C . Factors limiting
the maximum obtainable temperature include heat conduction, convection, and em-
issive losses.

In considering the nature of the plume formation, the electric field (E0) of radi-
ation, for a beam power density of 2.54 x 103 Wicm2 was about 8.9 x 10, volts/im .
In the presence of an intense electric field, a gas switches from being an almost ideal
insulator to become a rather good conductor, and a plasma state can be obtained.
According to established data, electric breakdown can only occur when the applied
electric field is exceeding the maximum field (E,_) strength of the insulator:
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E= 9 x 106 volts/m for glass and E. - 3 x 106 volts/m for air, for instance. The
electric field in these experiment was almost 100 times smaller than the required va-
lue to initiate the electric breakdown. It can be concluded that the electric field alone
could not cause electric breakdown of the gas precursors and the solid substrate.
Therefore, the plume observed in these experiments would not be in a plasma state,
rather, the plume was caused by the radiation emitted from the excited vapor mole-
cules.

The vapor molecules were excited by the absorption of the laser beam or the
thermal energy resulting from the heating of the substrate, and were promoted to
higher energy states. Collisions and vibrations of these molecules resulted in disso-
ciation to form reaction intermediates. Thermal radiation from these excited mole-
cules provided the observation of an intense plume.
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ABSTRACT

An experimental study of diamond formation by laser-induced chemical vapor
deposition (CVD) technique using a gaseous mixture of H2 and CCI 4 is reported. The laser
used in this work is an ArF excimer laser which emits 80 - 200 mJ pulses with 20 ns
duration. We have succeeded in obtaining thin films of diamond by the activation of
hydrogen to enhance the removal of graphite and the production of CH radicO' . Films
obtained without the activation were composed of amorphous carbon and graphite.
Hydrogen was activated by a microwave discharge tube or a hot tungsten filament. Films
were characterized by Raman scattering and reflection electron diffraction. The diagnostic
study using a visible optical emission spectroscope shows that the emission intensity ratio of
CH to C2 radicals increases in the system with the activation.

INTRODUCTION

Temperatures higher than 1500"C and pressures higher than 5 GPa are generally
needed to synthesize diamond from the crystallization of carbon. At lower pressures,
graphite is the stable structure of carbon and diamond is the metastable structure. The
applications of diamond are now limited to diamond needles and machining tools for
grinding, sawing and drilling. This is because diamonds produced under the above
conditions are made of particles.

Recently many attempts to synthesize diamond have used the gas-phase method. This
technique allows the formation of thin film of diamonds on a substrate and, therefore,
extends the applications of diamond to semiconductors and passivation films. The diamond
films were produced by a variety of methods, including thermal CVD using a hot tungsten
filament, plasma CVD, and photo-induced CVD (1-4). Among these techniques, photo-
induced CVD seems promising for deposition at a low temperature.

This paper reports the results obtained with the excimer laser CVD processes by using
carbon tetrachloride as a reactant source.

EXPERIMENTAL

A gaseous mixture of CCI4 and H2 was used as a reactant gas, and the film formation
was made by laser irradiation. A schematic diagram of the experimental apparatus is shown
in Fig. 1. The apparatus is made up of an excimer laser irradiation system, a growth
chamber, a gas flow system and an evacuation system. Thin films were deposited onto a Si
wafer at a given temperature, go flow rate and pressure by vertical or horizontal irradiation
with focused laser beams The pulsed ArF excimer laser at 100 pps repetition rate provides a
power of 80 - 200 mJ; the average output power is 5 - 12 W. The laser beam was focused

* by a F:300 cylindrical lens. The flow rate of the reactant gas was mass controlled and the
pressure inside the chamber was 6 - 50 Torr. The standard gas flow rate for H3 is 1000
SCCM, and I - 10 SCCM for CC14. Some of the hydrogen was blown onto the window to
prevent the adhesion of reaction products. Si wafers were temperature controlled from room

*W Mt& S". Symp. Prm. VOli. * 1 -O MosWi ft.weem Socioly
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Fig. 1. Schematic diagram of the laser CVD apparatus.

temperature to 6001C. The deposition duration was 30 - 180 minutes. Film properties were
evaluated by SEM, RHEED and Raman scattering, and film constituents measured by AES
and FTIR. An emission spectroscopic study was carried out for the identification of
reaction species.

RESULTS AND DISCUSSION

It is known that methyl radical and active hydrogen play an important role in the
process of film formation. Therefore the hydrocarbon of methane series is usually used as a
reactant gas. The main issue is how to produce numerous active species.

Although CCI 4 has no methyl group, it is considered to be a very good candidate for
the reactant gas because C and Cl are more weakly bonded than C and H and therefore
more easily decomposed by ArF excimer laser irradiation. Moreover, the process described
here which uses the CVD method but no methyl group may develop into a new approach to
diamond formation.

Film formation bv the laser CVD method

The excimer laser has a short duration of 20 as and a peak power of more than 10
MW. The wavelength of the ArF excimer laser (193 nm) is short enough to decompose the
reactant gas for diamond formation. A uniform film is obtained, as shown in Fig. 2. The
uniformity of the film is caused by a large number of nuclei due to the high peak power
and short duration of the ArF laser which results in insufficient nuclei growth. The film
thickness is 3 pm. The Raman spectrum of the film is shown in Fig. 3. The Raman
spectroscope can

136fcm
- I
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1700 1500 130
Raman Shift (cm

"1 
1

Fig. 2. SEM image of a film obtained Fig. 3. Raman spectrum of
by laser CVD technique using a film obtained by laser t
a gaseous mixture of CC14 and H2 . irradiation alone.
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Fig. 4. SEM image of a film obtained Fig. 5. Raman spectrum of a film
by laser irradiation in obtained with activation
an atomic hydrogen atmosphere. of hydrogen.

detect graphite and amorphous carbon with high sensitivity and therefore is excellent for the
evaluation of diamond. The two peaks at 1360 cm- 1 and 1600 cm- 1 are usually found in the
spectra of defective amorphous carbon. No specific peak of diamond is observed at 1333
cm- 1. The constituents of the film are determined by AES and FTIR. The results show
that the film is composed dominantly of carbon, with very little amounts of chlorine and
oxygen (less than 100 ppm). The presence of chlorine in the film suggests that the
dechlorination is insufficient during the film formation process and the inclusion of oxygen
is thought to be due to the background gas in the growth chamber. Diffraction rings as well
as halo patterns are observed by electron diffraction images. From those results we can
conclude that this film contains amorphous carbon with incomplete crystalline structures.

Effect of hvdroten activation

Films obtained by laser irradiation alone are amorphous, though they have incomplete
crystalline structures. The incomplete structures must be due to the fact that the absorbance
of hydrogen is very small in the region around 193 nm, resulting in insufficient activation
of hydrogen. In order to produce atomic hydrogen, either a hot tungsten filament or a
microwave generator was added to the laser CVD system. Fig. 4. shows a SEM image of a
typical film obtained in an atomic hydrogen atmosphere. This image shows that the film is
composed of particles with a diameter of 2 - 3 pm. Raman spectrum of the film is shown
in Fig. 5. A main peak observed at 1333 cm-1 is specific to diamond and has a FWHM of
15 cm-1 , 5 times larger than that peak of natural diamond. This high value suggests that the
crystal structure is somewhat incomplete. Small peaks observed at 1500 - 1600 cm-1 are
assigned to "i-carbon'. The crystal structure is confirmed by an electron diffraction image.
The results are shown in Fig. 6. Rings are clearly observed on the diffraction pattern. The

Reported (ASTM) ) Observed

5h% MAI dIA' Fig. 6. RHEED pattern
itI 2.06 2.07 and interplanar
220 1261 1527 of a
311 1.075 1.06 spacings o
222 - 1.02 film obtained
400 0892 0.89 with activation
331 0.18 0.81 of hydrogen.
422 0.728 0.72

511,333 0.686 0.68
440 0.631 0,62
531 0.603 0.60
620 1 .65 1 0.56



216

20oo
ccl•c I

550 500 450 400 3.50 300 50 300

Wave Length Int)

Flg.7. Optical emission spectrum of a gaseous mixture of CC]4
and H2 irradiated by ArF excimer laser.

diffraction radii are identical with the interplanar spacings of diamond reported by ASTM
within the accuracy of measurement error. These data show that the film obtained is made
of diamond. The fact that this diamond film is obtained at the relatively low temperature
of 450"C by laser irradiation on the surface suggests that the laser irradiation enhances the
photochemical and/or thermal reactions on the surface. Activation of hydrogen is found to
be essential for the diamond formation from carbon tetrachloride.

Emission spectroscopic study

Methyl radical and active hydrogen are considered essential for the process of diamond
formation. Emission spectroscopic analysis is carried out to determine the reaction species.
Fig. 7 shows an emission spectrum of a gaseous mixture of CCI 4 and Hs irradiated by 5 W
excimer laser. The initial process of the reaction (5) can be expressed as

CCI4  CCIs + CI
CC12 + CI S

and thereafter complicated reactions, such as dechlorination of CCI 4 or

\
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generation of atomic hydrogen seem to occur. The occurrence of C, C2 and CH, in addition
to CCI and Cl, is shown in Figure 7. It is reported that C, influences the growth of graphite
and that CH is important for the diamond formation (6). Therefore, the intensity ratio of
CH to C, was calculated. Fig. 8 shows the relation between CH/C2 and CCI 4/H ratios.
Open circles and open squares show the values obtained when atomic hydrogen is not added
and added, respectively.

A large ratio of CH/C, is observed in an atomic hydrogen atmosphere. The deposition
rate increases with increasing CCIVHs, but the ratio CH/H, decreases. Therefore, the
optimal ratio of CCI/Hs seems to be around 0.5%. Further study is under way to confirm
this conclusion.

From these results it is concluded that when atomic hydrogen is added, diamond is
formed due to large enough amounts of CH and the effective removal of graphite by atomic
hydrogen; whereas when atomic hydrogen is not added, amorphous carbon is formed due to
the lack of the CH species.

SUMMARY

Laser-induced CVD is an attractive technique to obtain thin films with low damage at a
low temperature. By this technique, diamond films with thickness of I - 3 pm are
successfully deposited onto Si wafers at a temperature of 450"C. An ArF laser is used to
irradiate the sample in the gaseous mixture of CC14 and H2 . Activation of H, is found
essential for obtaining diamond films. With more work on the formation mechanism, the
process temperature could he lowered further.
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ABSTRACT
Substrate temperature during deposition of hard carbon films by short pulse (40 nsec,

FWHM) eximer (308 aim) laser ablation (-1.25 x 108 W/cm2 ) of solid carbon affects the
optical and mechnical properties of deposited films. Films deposited at 250 C an superior to
those deposited at 5000 C. Deposited films were charaerized by spectroscopic ellipsometry,
microhariness, TEM, Raman and FT-IR techniques.

INTRODUCTION
Hydrogen incorporation in CVD deposited carbon films [1-4] have problems of

adhesion [5], hardness [6] and internal stress [7]. These problems are somewhat mitigated
by the use of high substrate temperatures and substrate bias during film growth [8].
Adhesion and hardness are however important properties for the use of films in various
non-microelectronic applicartions [9-12]. Ion depoosited techniques have been used in the
past [ 13]. Here, the formation of diamondlike carbon films by laser ablation of a carbon
target is reported [see also, 14]. Deposited films m .haracterized by TEM, Raman
spectroscopy, spectroscopic ellipsometry and microhardness measurements. It was found
that laser ablation of carbon leads to the formation of hard, amorphous, adherent, acid
resistant, hydrogen free films and that the substrate temperature had substantial effect both
on the optical properties as well as on hardness.

FILM DEPOSITION BY LASER EVAPORATION
The apparatus used for laser evaporation and deposition is described elsewhere [15].

Briefly samples were loaded into a chamber maintained at a base pressure of 10"7 Torr.
The separation between the substrate, placed on a substrate heater, and the graphite target
was about 2.5 cm. A 40 nsec (FWHM), XeC laser beam was focussed by a lens onto the
target at a power density of -1.25 x 108 Wkm2 . Under these conditions the visible extent
of the plasma plume formed by laser evaporation and exitation (without filter) is less than 5
mm Growth rate of the deposit formed by impinging carbon atoms and ions is estimated to
be 0.03 to 0.05 nm/pulse.

N. ft& .S 9m Pm.. VOL In. Im 119"Ims ftwer"
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CHARACTERIZATION OF FILMS
A. Spectmcopic eflip e .

Films on 4I00> Si substrates were analysed by spectroscopic ellipsometry. The details
of the apparatus and method of obtaining n, k. absrbtiou coefficient and Tauc plots art
described elsewhere [16-181. Refractive index and extinction coefficient parameters for
these films for three deposition paramuners; ar shown in Figure 1 (a) and Figure I (b)
respectively. Higher temperature deposition gives a smaller optical band gap compared to
those deposited aa lower substrate temperature. Refractive index values (2.3 to 2.4) of
films at -2.5 eV deposioed between 25° C to 100 C ae nearer to those of diamondlike
films.
B. TEM charaerization:

Plan view and cross-section samples were examined by transmission electron
microscopy. A cross-section image of the hard carbon film is seen in Figure 2. The
layered appearance of the film is attributed to the occasional interrption of the deposition
process for maintaining constant fluence during ablation. A characteristic electron
diffraction pattern from a hard carbon film on silicon is shown in Figure 3. The rings from
the hard carbon film am diffuse indicating the amnorous nature of these films. Though the
position of the two strongest amorphous rings correspond well with the positions of the
first two rings in diamond, the close correspondence of positions of rings due to graphite
and diamond complicates unequivocal identification of the structure. Consequently
correlations with physical properties of the films are necessary to ensure positive
identification of the nature of the films.
C. Microbuilness measurements:

Microhardeness measurements were cared out on a Nanoindenter at the Oak Ridge
National Laboratory by Drs. McHargue and O'Hern. The sapphire indenter tip was slowly
pushed into the mzfece of the specimen at a constant rate of less than 10 nn/sec until the
desiked load was reached. The indenter tip was then retracted at the same rate. Load vs.
position was measured with a resolution of 1.8 paN in the 0 - 120 mN load range with a
resolution of 0.4 rnm in position. The results of hardnesss measurements averaged over
several areas of the films deposited at three different temperatures are summarized below.

Table I

Deposition Temp. Hardness at 25 nm from surface
0 C GPa

25 13.6+20%
100 12.9+10%
500 7.3+10%
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Figure 2 TEM ross-section image of a hard carbon film
on Silicon substrate. Notice the layered structure

Figure 3 Transmission electron diffraction pattern from a
-hard carbon film. The diffuse rings are indicative
of morphous fm
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D. Raman and FT-IR characterization:
Raman characterization was carried out with a 4W Ar ion laser (2,41 eV) in the usual

Raman Scattering geometry at Crystallume Inc. CA. Predominantly two peasks were found

at 1380-1400 cmr (D peak) and -1600 cm-1 (G peak). Higher temperature deposition

favors enhancement of "G" peak tending towards graphite formation. These peaks have

been attributed to scattering by disorder activated optical zone edge phonons and graphite

optic zone center phonons respectively [19]. FT-IR characteristics of the films in 1300

cur I to 1400 cm- I region revealed no extra absorption due to the carbon film.

DISCUSSION AND CONCLUSIONS:
#1. Tern cross section study revealed a very smooth, featureless, layered film. A diffraction

pattern showing a diffuse ring structure is characteristic of an amorphous film.

#2. The microhardness values are inferior to those of polycrystalline diamond films.

Substrate temperature during deposition has substantial effect on the hardness. Lower

substrate temperatures are conducive to growth of harder films.

#3. The n and k values vs. photon energy of deposited films (25 to 1000 C) lie intermediate

to those of diamond and graphite. Substrate temperature during deposition has
substantial effect on the optical constants. Lower substrate temperature during
deposition is conducive to film growth with optical constants nearer to diamondlike

films i.e. lower absorption coefficient and greater optical bandgap.

#4. Raman diamond signature at 1333cm- 1 is absent in the film. Two broad peaks at

- 1400 cm-1 and at 1600 cm-I were found for films deposited at 250 C and 5000 C.
The temperature of the substrate appears to influence the relative intensities of these

peaks. Higher temperature deposition gives larger "G" peak as compared to "D" peak.
#5. FT-IR spectroscopy on films deposited on silicon substrates in the limited range

investigated reveals absence of extra absorption peaks due to the film.

In conclusion, extremely smooth, hard, adherent, hydrogen-free, acid
resistant and IR transparent carbon films were deposited by the laser

evaporation of solid carbon. Substrate temperature has substantial effect on

the deposited film properties. Room temperature deposition is conducive to
growth of films with optical constants and hardness nearer to those of

diamondlike films.
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WINDOWLESS WIDE AREA VUV LAMP FoR ENERY ASSISTED CVD*

Z. YU, T. Y. SHENG, H. ZARNANI AND G. J. COLLINS, Department of Electrical
Engineering, Colorado State University, Fort Collins, CO 80523

ABSTRACT

A ring shaped cold cathode electron gun provides a large area disc
shaped vacuum ultraviolet (VUV) light source up to 20 cm in diameter. The
windowless disc plasma is also a source of radical and excited atomic gas
species. VUV photons, excited species, and radicals can all assist
dissociation of CVD feedstock reactants via volume photo-absorption and
sensitized atom-molecule collisions, respectively. In addition, the
excited radical flux and VUV impingement on the film may also assist
heterogeneous surface reactions and increase surface mobility of absorbed
species. Thin films of aluminum nitride, Si5 N4 , and hydrogenated
amorphous silicon have been deposited at temperatures between 100"C -
400'C. The deposited films show significant improvement over other photo-
assisted CVD processes in the film quality achieved, the substrate
temperature required and the maximum deposition rates.

I. INTRODUCTION

There is a need for both low temperature and low radiation damage film
deposition methods for use in III-V, II-VI and submicron silicon
semiconductor processing as well as in coating sensitive optical
materials. In-situ plasmas while effective for lowering required
deposition temperatures may also bring undesired fluxes of charged
particles via sheath electric fields which can cause film damage.

Thin film deposition has been reported previously using in-situ
lamps[l], and remote plasmas[2]. Remote plasma or in-situ lamp
processing, as compared to conventional plasma methods, reduces charged
particle fluxes at reactor walls, substrates and fixtures. Simple
photodissociation, using an external photon source, also minimizes
deleterious plasma damage but VUV photon induced damage remains an issue.
The photon absorption cross sections of many polyatomic reactant gases
used in CVD processes have peak values in the VUV region beyond the reach
of commercial photon sources. Photo deposition of hydrogenated amorphous
silicon, for example, requires a VUV light source (A < 180 nm) when using
monosilane as a feedstock gas since monosilane does not absorb photons
with wavelengths above 180 nm.

Conventional VUV light sources employ both high pressure and low
pressure gas discharges excited by either a radio frequency, microwave, or
a D.C. electrical source. A window transmits the VUV resonance light
generated in the enclosed plasma. VUV window materials, such as LiF, are
hydroscopic, their VUV transmission degrades with time and the window cost
is high.

An in-situ windowless lamp would avoid many of the above problems.
Hollow cathode lamps are used without a VUV window but their geometry is
usually cylindrical and the emission region is of small area (< 3 cm

2
).

Moreover, the VUV resonance radiation emitted from an optically thick
cylindrical plasma is trapped and the output intensity limited via self-
absorption. Finally, the hollow cathode discharge uses a closed wall
cylindrical structure open only to one end which restricts wide area and

*Supported by Naval Research Laboratory, National Science Foundation and
Applied Electron Corporation.
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uniform outdiffusion of atomic species and free radicals created in the
localized cylindrical plasma region.

II. WIDE AREA WINDOWLESS LAMP

In the present study a ring shaped cold cathode electron gun shown in
Figure 1 provides a large area disc shaped VUV light source up to 20 cm in
diameter [3]. A conventional D.C. power supply is used to drive the cold
ring cathode which emits secondary electrons following ion bombardment,
metastable impingement, or the absorption of a VUV photon. The secondary
electrons are accelerated in the ring shaped cathode sheath, thereby
providing a disc-shaped electron beam created plasma [41. The grounded
wall of the reactor chamber adjacent to the ring cathode is used as a
discharge anode. It is noteworthy that no sheath driven fluxes of charged
particles are present on downstream substrate or reactor walls. Electric
fields are localized to the cold cathode electron gun regions only. The
energetic electron beam excites the ambient gas species via electron-atom
or electron-molecule collisions. Using molecular gases the disc-shaped
plasma acts as a large area source of atomic radicals, charged particles,
metastables, as well as a characteristic photon emission spectra. Excited
atomic species within the disc-shaped electron beam created plasma emit
VUV radiation primarily on their resonance lines. Because of the thin (1
mm) spatial thickness of the beam created disc plasma compared to
conventional plasmas (several cm) the resonant photon mean free path is
comparable to the lamp plasma thickness and trapping of photons emitted by
atomic species is reduced. In a H. lamp atomic hydrogen resonance
radiation can propagate far from the disc-shaped plasma since H2 outside
the plasma does not significantly absorb 121 nm photons. Neither does
atomic hydrogen cause appreciable absorption inside the mm thick disc
plasma. Clearly, resonance absorption effects outside the disc plasma for
atomic helium emission are quite different from those of atomic H since
outside the disc plasma atomic helium absorbs resonant light over a long
path. Hence, the He I resonance lines at 600 A are rapidly diminished
with distance towards the substrate. Ionized He spectra emitted from the
disc plasma do not suffer the resonance absorption of neutral helium since
outside the disc plasma the He ground state density is small. In fact, we
observe that at the substrate the He II VUV spectra dominates over the
He I VUV spectra.

In operation He, H2 or N2 gas is flowed through the disc shaped beam
plasma creating unique VUV photon spectra and atomic radicals. The
excited and radical species, created in the wide area electron beam
plasma, move downstream and interact with feedstock gases which are
introduced upstream from the substrate. Feedstock reactant dissociation
occurs primarily via volume photo-absorption and sensitized atom-molecule
collisions. A specific lamp gas may better assist dissociation of a
specific feedstock gases because its unique VUV emission spectra and free
radical species are better matched energetically for the task. The
excited radical flux and VUV impingement on the film assist heterogeneous
surface reactions and will also increase surface mobility of adsorbed
species. This occurs at lower substrate temperatures than possible with
conventional pure thermal methods. We emphasize that the plasma species
which impinge on the downstream substrate do so at thermal kinetic energy
typically below 0.1 eV even though the internal energy may be 1-20 eV for
these same species.

The intensity of VUV emission has a measured uniformity of + 61 over
the central 15 cm of the 20 cm diameter plasma discs using atomic helium,
molecular N2 and H2. The Lyman alpha emission, 2p2p0  - ls2S at awavelength of 121.6 m, dominates when running a hydrogen discharge while
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the N I line 3s 4p . 2p IS* at 120.0 na, dominates in the disc shaped
nitrogen discharge. Due to self absorption the He II VUV emission
dominates.

CARRIER GAS (Hp, He, etc.)

/DISC WIDTH: 1-3 mm

RING 1
CATHODE- - - - - VUV LAMP

RADICALS DW SRA
REACTANTS-- 

CDWNSTREA

DISC TO PROCESSING
SUBSTRATE: 10 c SUBSTRATE J CHAMBER

Figure 1. Windowless VUV Lamp CVD reactor.

III. ENERGY ASSISTED CHEMICAL VAPOR DEPOSITION

The feedstock CVD gas species are introduced into the processing
chamber downstream from the VUV lamp. A reactant gas inlet jet is located
just above the substrate shown in Figure 1. The distance from the disc
plasma to the substrate is typically 10 cm. Ground state ions,
metastables or free radicals created in the confined disc plasma flow over
a distance of 10 cm before reaching the substrate. The carrier gas flow
is less than 104 cm/sec implying that the downstream plasma is more than
1 ms into the plasma afterglow and are fully thermalized. By way of
comparison all electrons and ions outside an applied electric field
thermalize within fractions of a millisecond to gas kinetic temperatures.
Note however that the confined plasma disc does emit narrow band resonance
radiation which may be resonantly absorbed by the downstream diffusing
species raising their internal energy but leaving their kinetic energy
thermal. Excited thermal atoms may participate in sensitized atom-
molecule collisions which dissociate the reactant feedstock gas molecules
either in the volume or at the substrate surface.

Amorphous silicon, SisN4 , aluminum nitride, as well as gallium nitride
thin films have been deposited when using: Si2H6 ; SiH 4 and N2 ; TMA and
NH3; and TMG and He-N 2 feedstock gases, respectively. Detailed windowless
disc lamp assisted deposition conditions for two of films are listed in

Table 1.
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Ta I I -UMUW S DISC IANP CD OP COATI NCHCDITIOS
Films AIN a-S:H

Light Source R2 Lamp He+Lamp
H: 121.6 nm He : 121.5 nm

Cathode Current 0.2A 0.5A

Cathode Voltage 500V 600V

Reactant TMA/NH3 S12H 6

Gas Flow 1/40
NH, 60SCCM Si3H, 20SCCM
H2 200SCCM He 200SCCM

Total Pressure ITorr 1-1.STorr

Substrate Temp. l00-400"C 50-400*C

Deposition Rate 60-200A/min >200A/mmn

A. Aluminum Nitride Films [5]

Aluminum nitride thin films (AIN) are deposited on three substrates:
heavy metal fluoride glass (HMF), silicon wafers and III-V wafers. CVD
feedstock gases employed are trimethylaluminum (THA) and ammonia (NH3 )
(5]. The feedstock reactants are both photo dissociated and decomposed
via atom-molecule reactions. Details of TMA and NH3  photodissociation
pathways has been studied previously [6]. The atom-molecule reactions
involve atomic hydrogen excited atoms colliding with the molecular
feedstock and dissociating it. The deposition rate varied from about 20
nm/min for a 400°C substrate temperature to about 6 nm/mmn for a 100°C
substrate temperature.

The AIN film properties measured include: refractive index; film
resistivity; and dielectric constant. See Table II. It is especially
oteworthy that with windowless lamp CVD we can deposit good quality AIN

films at 100"C whereas the laser CVD technique is not able to do so below
200"C and that the deposited film thickness variation is within 5% over a
10 cm diameter substrate. The wet etch rate at 60*C of lamp deposited AIN
in 85% phosphoric acid (H3P04 ) was also examined. Windowless lamp
deposited AIN films show a 2-3 times lower etch rate than laser deposited
films indicating both the lower hydrogen content and the higher film
density. The refractive index of deposited AIN films was measured to be
2.06 at 400"C substrate teuperature and is comparable to excimer laser
deposited AIN which has a refractive index of 1.95 for a 400"C deposition
temperature (7]. Moreover, AIM deposited at 400C with the windowless
lamp CVD exhibits a resistivity similar to that reported for bulk AIN
(>SxlO' 0 cm) [8].

The deposited AIN film was examined using complementary Auger electron

spectroscopy (AES) and infrared absorption spectroscopy (FTIR) to
determine the elemental AI/N ratio and the amount as well as the form of
hydrogen bonding. Windowless lamp and laser assisted CVD films have
nearly equivalent aluminum to nitrogen ratios. However, the hydrogen
bonding of lamp deposited AIN films have a low toncentration at all
substrate temperatures. In contrast the hydrogen bonding increases for
laser CVD AIN films over one order of magnitude when substrate
temperatures are lowered to 200'C from 400'C. Note that at 400*C the I
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hydrogen bonding concentrations have same level for both laser and in lamp
deposited films. The hermetic properties of hydrogen lamp deposited AIN
films on HMF glass were examined by the chemical leach rate method. The
leach rate of the HHF samples coated using windowless lamp assisted CVD of
AIN is -10- ppm/min.

In conclusion, the hydrogen lamp assisted CVD achieves equivalent or
even higher quality AIN films at lover substrate temperature than prior
art excimer laser CVD methods [7].

TABLE II PROPUEIES OF AI FILMS
VUV LamD-CVD 193 nm Laser-CVD

Refractive Index 1.7-2.0 (100-400-C) 1.7-1.9 (200-400-C)

Dielectric Constant (at 1 MHz) 7.5-8.0 7.0-8.0

Breakdown Voltage (MV/cm) 2 - 4 (200-400"C) 2 - 3 (300-400"C)

Is 13
Resistivity (ohm-cm) 5 X 10 (400°C) 10 (400-C)

Wet Etch Rate (A/sec at H3PO4) 460-50 (100-400°C) 500-100 (200-400°C)

Relative NH Bonding 0.1-0.1 (100-4006C) 1.0-0.1 (200-400°C)
Concentration(a I)
from FTIR (arb.unit)

B. Helium Lamo Assisted Deoosition of Hydrogenated Amorphous
Silicon Films f9]

A VUV lamp employing helium as a carrier gas is used for deposition of
amorphous silicon using disilane as a downstream feedstock. Hydrogenated
amorphous silicon films are deposited on crystalline silicon wafers or
glass substrates. Helium is introduced upstream to the lamp and in
addltion to He VUV radiation plasma products created in the disc plasma
(He , He 2

1
S, He 23S) flow downstream toward the substrate at thermal

kinetic energy.
The hydrogenated amorphous silicon films deposited by the VUV helium

lamp dissociation of disilane have film properties comparable to photo-CVD
films deposited by either excimer lasers or mercury lamps. See Table III.
Typically a film deposited at a substrate temperature of 350°C has a
refractive index of 3.62, an optical band gap of 1.76 eV, a photo-
conductivity of 4x10'

4 
(f-cm)

"I
, and a dark conductivity of 3.5xl0

-

(f-cm) -1. The conductivity activation energy was measured to be 0.71eV.
The optoelectronic properties of Table III are comparable with that of
R.F. plasma films[10]. The hydrogen concentration which includes only Si-
H bonding for our films is found to vary from 4 to 8% as the substrate
temperatures varies from 350* to 300°C. The hydrogenated amorphous
silicon films, photoconductivity drops 25% during first day it is exposed
in AMI light. This drop is comparable to conventional plasma deposited
a-Si:H films [9].

IV. Conclusions

A windowless VUV lamp operates in a variety of carrier gases (H2 , N2 ,
He) and provides a wide area source of VUV photons and free radicals which
assist downstream CVD processes. The chosen gas species have compatible
VUV emission spectra and free radical species with the chosen CVD
reactants. Large area film deposition occurs uniformly on substrates up to
15 cm in diameter. AIN, Si3 N4 and amorphous silicon thin films were
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deposited with physical, chemical and electrical properties comparable or
better than other photo-assisted methods.

ThILK IHI PRoPmTIRS OP a-SIiH P11MB
VUV LaZm 193 nm Laser R.F. Plasma

Photoconductivity (ohm-' cm-) 4 X 10-
4  1.2 X 10

-0 1 X 10-3

Dark Conductivity (ohm
-' cm"') 3.5 X 10-9 2.5 X 10"11 3 X 10-0

Optical Band Gap ( eV ) 1.76 1.7 1.7-1.8

Conductivity Activation Energy(eV) 0.71 0.85 0.76

Refractive Index 3.62 3.5 3.43

Hydrogen Concentration(%) 4.3 12 14
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LOW TEMPERATURE PITAXT OF Ng,.=Cd.Te
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ABSTRACT

Mercury cadmium telluride epitaxial layers have been grown using
methylallyltelluride (NATe), dimethylceadmium (DMCd), and elemental Ng. Using
these precursors high quality films have been achieved over the temperature
range of 200-300*C. Comparisons are made between UV photon-assisted and
thermally deposited films. Composition, growth rate, and electrical
properties are compared for the two processes under various parameter
conditions. Properties of films deposited on various substrates including
CdTe, GaAs, and GaAs/Si are also described.

INTRODUCTION

Until recently, the chemical vapor deposition (CVD) temperature of
HRg_Cd.Te (NCT) vas limited to about 4000C mainly due to the dissociation
temperature of diethyltellurium, a commonly used Te precursor. Techniques
such as ultraviolet (UV) photon-assisted CYD were utilized to lover the
effective activation energy and hence reduce MCT growth tomperaure to about
250*C 11,2]. However, with the availability of new Te compounds, which can
dissociate around 250*C 131, the obvious question asked is why use photo-CVD?
The work described below was undertaken to compare the MCT film properties
produced by thermal and photo-CVD using methylallyltelluride (NATe) and to
determine if there is any merit for using the latter technique.

EXPERIMENTAL

The deposition system was an all stainless steel horizontal reactor with
a sapphire viewport for the admission of UV radiation. The source of the UV
photons was a medium pressure, microwave excited Hg lamp with 100 mV/cn
intensity between 200-250 n spectral range. The substrate holder Vas
resistively heated and monitored using a thermocouple placed on the surface of
the holder to account for any added heating due to the UV source. Before
loading, the substrates were cleaned and etched using 2% bromine in methanol
for CdTe and a 5:1:1 (HISO :N00to 0) for GaAs substrates. After loading,
the system was evacuateA using a diffusion pump to a base pressure of 10-'
Torr and then brought up to atmospheric pressure and desired temperature. All
flows including the window purge system (kept window clean for > 7 hrs.) were

Scontrolled using mass flow controllers. The organometallic partial pressures
were controlled using constant temperature baths and appropriate hydrogen
carrier gas flows.

RESULTS AND DISCUSSIOH

Growth vs. Parameters

The parameters Investigated include variations of all reactant partial
pressure# as well as a temperature study for a fixed reactant condition. This
study shoved that there m some prereaction occurring upstream of the

t smee. SrPu. Pros. Vd i. -Inlg Ut"Ma 5.ei.Gy
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substrate. This prereaction resulted In deposition of ninly NgTe. This was
significantly decreased by reducing the Hg source temperature from 3000C to
2500C and by als using an internal extension to the IATe line. This
combination reduced the time during which HATe was in contact vith the Hg
vapor and resulted in doubling the grovth rate.

Shown in Figure 1 Is a plot of the grovth rate against Hg partial
pressures. The grovth yas investigated using both CdTe and GaAs substrates
and results in a linear relationship for the photon-assisted case and an
exponential relationship for the purely thermal growth conditions for both
substrates. At Rg partials of 0.01 Atm. film are Ig deficient resulting in
flms of CdT. being deposited and thus near equal grovth rates. At high
partials (> 0.04 At.), Hg condensation was observed which formed meny ring
patterns on the films surface due to etching.

The partial pressure of HATe vas varied from 1.5-3.0 3-3 Atm. with the
other reactants held constant with values of Hg - 0.03 Atm. and DKCd . 5.8 3-4
Atm. The resulting growth rates varied linearly from 2.4-2.8 um/hr for CdTe
and 2.0-2.4 m/hr for GaAs. This 0.4 vn difference in growth rate could be
attributed to the initial nucleation time required for growth and is
equivalent to the difference observed in Figure 1 for photo-assisted growth.
For the thermal growth this nucleation difference appears to be twice that of
the photon-assisted growth as evidenced by a 0.8 um difference between the
CdTe and GaAs substrates.

By holding Mg - 0.03 Ata. and MATe - 1.9 3-3 Atm. constant and varying
the DNCd partial pressure from 3.2-8.5 E-4 Atm. a change in x-value as well as
growth rate results for both photo and thermal growths. For the photo-

in
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assisted case the growth rate decreases from 4.3-2.0 Mm/hr with a, corresponding chnge in x-vale from 0.01-0.4. There Is also an Increase In

hillock density from 3.2 3+2 - 4.0 3+5 ca " . For the thermal case this
hillock density increases from 1.0 3+4 - 1.5 1+5 coa3 indicating that the
photo-assisted grovth does not increase this density but rather tends to be a
function of the x-value only. This Is evident as the defect density values
are equal at & x-value of about x - 0.3. The possibility of the defects
being a function of thickness is also eliminated as the growth rate for the
thermal case varied from 2.2-0.8 sa/hr vith a corresponding variation in x-
value of 0.3-0.35. Thus a photo-assisted process allows selection of a much
wider range of x-values than in the thermal case.

A plot of growth rate against substrate temperature is shown in Figure
2. As can be seen the photo-assisted process gives a nearly constant growth
rate over the temperature range investigated. Also, this process does allow
for good growth rates at temperatures of 2300C which is one of the lowest
reported values for NCT epitaxial grovth at such a high growth rate. At a
temperature of 210*C the film does grow, but is polycrystalline and appears to
be the lover limit to film growth for this particular condition. The thermal
growth rate reaches a maximum at a-substrate temperature of 280*C and then
drops off rapidly. This sharp drop is also present for higher partial
pressures of both He and NATe which indicates a temperature related process.
This region of the temperature dependence curve is still under Investigation
and will be reported at a later date.

Substrates

The substrates investigated for this study included CdTe (100) 20 -

10*

Photo-AAWted

Polycryowaine

,0°.  Th

MATO - I.O Atm.

DMCd - 5.x1o Atm.

Hg - $.OxlO- Atm.

10209 22 240 2W 280 300 320 340

Temperature (*C)

• Figure 2. Dependence of growth rate on substrate temperature for photon
assisted and thermally grown films.
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(110), CdTe (100) 3.5 - (110), CdTe (110), GaAs (100), and GaAs/Si (100) 3@ *
(110). For the CdTe substrates the smoothest films were obtained on 3.50
offset which resulted In a decrease in vertical height of the hillocks.
However the density remained constant with a pyramidal shape tilted according
to the offset. The (110) CdTe orientation density is very high with an
average sise much greater than for the offset substrates vhich resulted in a
much poorer morphology. The GaAs (100) substrates also have a high density of
hillocks resulting in pyramidal growths of varying sixes. Analysis of films
grown on GaAs using transmission electron microscopy shoved that NCT films
grown thermally and photon-assisted are both of a poor crystalline quality due
to the large number of dislocations present throughout the film. Thus to
decrease the amount of dislocations a buffer layer of CdTs was grown 141.
This buffer layer accommodated the lattice mismatch vithin the first micron
and allowed for a much improved NCT epilayer. Growth of films grown on
GaAs/Si, also employing the buffer, resulted in a specular surface vith a
slight cellular-type surface morphology observed under high magnification.

Electrical Measurements

In order to compare the thermal and photon-assisted processes, films were
grown with equivalent x-values and film thicknesses. Hall measurements were
mode using the Van der Pauv technique where In was used to for. ohmic
contacts. Shown in Figure 3 is a plot of mobility against temperature and
corresponding carrier concentration (N A - NO) for films grown thermally and
photon-assisted with a x-value of 0.32. As can be seen the mobility of the
photon-assisted film grown at a substrate temperature of 250°C does not
decrease due to impurity scattering as does the thermally (280*C) grown film.
This is believed to be due to impurities in the source reactants which would
not be completely dissociated at 2800C but could be during the photon-assisted
deposition allowing for incorporation into the film an acceptor sites.
Comparisons are also made for films grown on CdTe and GUAS/Si substrates as
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FUgure 3. alla mobility and carrier concentration for thermally grown and
photon.ssisted NCT grown on CdTe.
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Figure 4. Hall mobility and carrier concentration for NCT grown on CdTe and

CdTe/GaAs/Si substrates.

shown in Figure 4. Both of these films are grown under identical conditions
except the GaAs/Si substrate has a CdTe buffer layer followed by NCT growth.
The CdTe films typically have room temperature mobilities of 100-120 cm2/Volt-
sec and carrier concentrations of 10 R+15 cm- 1. Thus the improvement in film
quality Is not considered to be due to a contribution from the CdTe buffer but
rather a result of having a clean and improved CdTe starting surface on vhich
the NCT is grown.

Cystal Quality

The crystalline quality of the epilayers was characterized using x-ray
double crystal rocking curves (DCRC) from the (004) reflection. The x-ray
source used was CuK. obtained from a four crystal Si monochrometer. The
values obtained are isted in Table I for the different substrates together
with te range of thicknesses used. The variation in the full vidth at half
maximum (FVBM) can be attributed mainly to the different x-values studied as
this table includes values from 0.01-0.4. One trend which is observed is that
as the thickness is increased the FUN does decrease indicating that the
epilayer is of good quality away from the substrate interface.

Table I. Double crystal rocking curve FUN values for substrates studied.

Substrate Film Thickness (us) FIN (arc-sac)

CdTe 3-9 100-200

4-6 200-250

St wth buffer layers ICT 3-4 (1-1.5 Pm buffer) 250-300
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SUMMARY

The organometallic tellurium source KATe has been studied using both a
thermal and a photon-assisted growth process. Advantages using the photon-
assisted process include epitaxial grovth at temperature as lo as 2300C at
high growth rat*s (3 um/hr) and better electrical properties. Also films
grown on GaAs and GAs/Si vith intermediate buffer layers tend to yield better
film than those grown on bulk CdTe substrates. These results indicate that
NCT film grown on large substrates can be achieved using the photon-assisted
growth process.

REFERENCES

1. J. B. Mullin and S. J. C. Irvine, J. Vac. Sei. Technol. A 4, 700 (1986).

2. D. V. Klinker and R. D. Feldman, J. Crystal Growth 72, 102 (1905).

3. V. R. Hoke, P. J. Lemonias, and R. Korenstein, J. Mater. Res. 3, 329
(1988).

4. N. V. Cody, U. Sudarsan, and R. Solanki, J. Hater. Res. 3, 1144 (1988).



239

LOW TEMPERATURE OMVPE OF ZnSe FROM ALKYL SOURCES

USING A PLASMA DISK LAMP

K. L Tokuda*, B. Pihlstrom***, D. W. Kisker*, M. Lamont Schnoes** and 0. J. Collins***
*AT&T Bell Laboratories, Holmdel, NJ 07733
**AT&T Bell Laboratories, Murray Hill, NJ 07974

***Dept. of Electrical Engineering, Colorado State Univ., Ft. Collins, CO 80523

ABSTRACT

The growth of high quality ZnSe by organometallic vapor phase epitaxy (OMVPE)

has generally been hindered because of parasitic source pre-reactions or relatively high

source decomposition temperatures. In this work, we have used vacuum ultraviolet

photons generated by a disk-plasma lamp to assist the ZnSe growth process using

diethylselenium and diethylzinc as source materials. This approach has resulted in

satisfactory growth rates and high material quality at temperatures as low as 250"C,

without the limitations of prereaction typically observed when H2 Se is used for the

selenium source material. In addition, the alkyl selenium compound offers advantages due

to reduced toxicity compared to H2 Se. This new, low-growth-temperature process thus

offers the possibility of improved stoichiometry and impurity incorporation control as well

as a reduced thermal effect on the underlying substrate during growth. At the same time,

the advantages of excellent morphology and uniformity typically exhibited by the alkyl-

based growth processes are retained.

L INTRODUCTION

The epitaxial growth of ]I-VI semiconductor compounds and alloys has been greatly

improved by the recent development of techniques such as Molecular Beam Epitaxy

(MBE) and Organometallic Vapor Phase Epitaxy (OMVPE). The advantages of these

techniques over other techniques such as vapor phase transport occur largely because of

the reduced growth temperatures in these processes. Both MBE and OMVPE have been

used to successfully grow ZnSe, CdTe, ZnTe etc. at temperatures in the range of 200"C to

450'C, 1 5 compared to more typical vapor transport temperatures of over 500'C 6,7. The

reduction of growth temperature results in improved control of properties, such as native

defect concentration, and minimizes unintentional impurity incorporation due to substrate
outdiffusion and autodoping.

In the case of MBE growth, because the growth temperature is largely independent

of the source temperatures, it can be adjusted, while maintaining constant beam flux, thus

eliminating any variation in source characteristics. However, especially for the OMVPE

growth of H-VI compounds, the source properties and the resulting growth parameters are

closely coupled. Typically, lower bounds on growth temperatures are incurred because of
the stability of the alkyl group VI sources. When hydride group VI sources are used, as
in ZnSe and ZnS growth, there is an additional limitation due to a parasitic pre-reaction

between the group U and VI sources.
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There has been considerable recent work toward lowering the OMVPE growth

temperature of ZnSe growth using alternative selenium 8-10 or zinc11 chemistry, or using
methods such as plasma-assisted growth with solid sourcesI 2

'
13 or OM sources, 14 '

1 5 and
photo-assisted grow th.16-18 For example, the thermal growth rate using diethylzinc (DEZ)
and dimethylselenium (DMSe) was enhanced by a factor of two using a mercury arc

lamp; 16 however, the enhanced rate was only 0.2 gmVhr at 400'C, probably due to the low
intensity of the lamp. Use of a higher intensity Hg-Xe lamp, resulted in a growth rate of

0.4 gm/hr using DMZ and DMSe.17 More recently, a growth rate of 1.5 tn/hr at 300 *C
using a Xe lamp and DMZ and DMSe has been reported. 18 In that work, growth rate
enhancement was observed even when the irradiation was limited to wavelengths longer
than the OM photo-dissociation threshold of 240 - 260 run, suggesting enhancement was
due to another mechanism, such as increased surface energy. Although these efforts have
shown some success, photo-assisted techniques using a light source external to the
deposition chamber are often hindered by window deposits, limited intensity, and spatial
variation of the light source over large areas.

An alternative approach to reducing growth temperature is the use of a plasma to
decompose OMs and increase surface energy. For example, Mino et al. 14 report a growth
rate of 0.5 pim/hr using DEZ and DESe in a RF plasma at 250"C. Similar results were
obtained by Oda and coworkers 15 using a microwave plasma. Two potentially serious
problems of this type of plasma-assisted process are damage to the substrate and the
growing film due to ion bombardment and unintentional incorporation of C or H due to
the high density and variety of organic radicals present in an OM-containing plasma. As
an alternative, remote plasma-assisted depositions, i.e. systems in which the substrate and
sources are not exposed directly to the plasma, have been reported for germanium, 19

aluminum nitrde, 20 amorphous Si.2 1

In this work, we have used a remote hydrogen plasma to enhance the growth of
ZnSe in the range of 250"C using DESe and DEZ as source materials. The plasma
primarily provides 10.21 eV photons, the Lyman alpha line of atomic hydrogen. As such,
it is a wide-area in situ ultraviolet lamp. In addition, atomic hydrogen carried from the
plasma region to the growth chamber, may also promote the decomposition of the
organometallic sources.

IL EXPERIMENTAL

The experimental apparatus used in this work is described in previous publications
by Collins and co-workers2 0 1. Briefly, it consists of a conventional OMVPE gas
handling system with mass flow controlled lines, etc., with the ability to operate at low
pressure, plus a lamp to provide plasma-generated vacuum ultraviolet (VUV) photons. As
in Ref. 20, the system is configured vertically, as shown in Figure 1, with the plasma
about 15 cm above the substrate. The plasma lamp was operated under DC conditions
similar to those previously reported, with the cathode at -600V with respect to the
grounded anode. Under our typical growth conditions, using a lamp current of about 300
mA, a total flow of about 400 sccm H2 and a pressure of 800 mtorr in the lamp, the

plasma is a relatively uniform disk, which is spatially confined in height to about 1 cm.
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For the depositions discussed here, typically 9
gtoole/mnn of DEZ and 36 Wmole/min of
DESe were introduced about 1 cm above a ,
GaAs substrate through a perforated ring inlet.
Because of the downstreamt position of the ------
substrate, no window *which might prevent of S '"Mt

either VUV photons or hydrogen atoms from
reaching the deposition region is necessary.

Due to limitations in pumping
capacity, system pressure was a function of

total gas flow. As a result, it was not possible
to vary all growth parameters independently.
For example, at a pressure of 1 torr and aD

current of 300 mA applied to the lamp, a P

typical value of plasma power was 240 W.
However, since the impedance of the plasma
was effected by pressure, the plasma power Fqpre 1. Schematic diapnm of OMVPE

varied by 3 - 4% for pressure differences of 10 SppmM showing in sku UV tamp.

- 20 mtorr caused by different gas flow rates. As a result, in this work, we will primarily

explore the effect of substrate temperature and lamp current, but it should be understood

that other parameters also affected growth rate.

Characterization of the grown layers included optical microscopy, double crystal x-
ray diffraction, and photoluminescence (PL). For the x-ray diffraction (XRD)
measurements, Cu V. radiation was collimated using a (100) nP crystal, thus resulting in
a -mall amount of broadening at the ZnSe/GaAs lattice parameter. PL measurements

were made at 5°K using a spectrolhotometer with a cryostat attached. Excitation energy
was very low, about 50 tWatts/cm.

III. RESULTS

The first notable result of our plasma-

assisted growth of ZnSe is the ease with which
we were able to obtain high quality surface

morphology. In other OM growth processes in
which hydrogen selenide is used, it is 10 g1fl
frequently very difficult to obtain specular

surfaces, apparently due to the tendency for
powder formation due to a parasitic pre-

reaction. In contrast, in this wodc, if we started

with a substrate holder which was cleaned of
all previous deposits, we were able to obtain 0b
smooth surfaces for temperatures above 250"C. Figm 2. Marphology using a Nonwki
Below this temperature, there was a tendency micrsoce. (a) At a depositim tMnpen of

200T. surace mzwe are obsrved. (b) Atto form surface structures, as seen in Figure 2. 250"C. sufac are essenlly festureLess.
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Apparently, although the plasma-supplied
photons an able to dissociate the OM Inc -L

compounds. some heating is required to supply |
sufficent surface energy to achieve good
morphology. The results of XRDI M 10 61

measurements support the observation of

higher material quality at increased
temperatue. The half width was reduced frm 4W.. a .M m m m W M O

about 400 arc-sec to about 225 arc-sec as the (No

substrte temperature was raised from 200C Fwa t 3 Co* mie po dwwith

to 250C. In addition, as shown in Figure 3, iticeae in subsume tnerasm.
the photoluminescence also improved with an
increase in substrate temperature. At a temperature of 250"C, the luminescence is

dominated by donor-acceptor pair bands (DAP), but in fact, the bound exciton (BE) at
about 443 nm is beginning to appear. The very low pumping intensity of our current PL
system results in an overestimate of the mlative peak intensities of the DAP and BE
bands. However, the increased intensity, more well-defined structure and reduced deep
level (>480 tmn) luminescence ae all consistent with improved material quality.

In addition to temperature, the lamp current also dramatically affected the material
quality of our ZnSe films. In Figure 4, we show the notable improvement in
luminescence properties as the lamp current is increased from 200 to 300 mA. For these
same l1am thick films grown at 250"C, this increase in current resulted in a decrease in x-
my peak width from 450 arc-sec to 325 arc-seconds. However because the growth rate
depended on lamp curt, these growth times were not equal. In Figure 5, we present
our dam for the dependence of growth rate on lamp current at 250C. In addition, we
found that at this temperature, if the plasma was not present, then no measurable growth
occurred. In fact, using these soumce compounds, we would not expect that there would
be measurable growth from a purely thermal process until the temperature reached the
range of 400-450C Thus, we feel that the plasma is lowering the required temperature
for high quality growth by at least 150-200"C!

If we compare our results to the

properties of ZnSe films grown by other nos1 - rK,

means, we find that there is some problem of -

impurity incorporation, as shown by the X 10
dominance of the PL by the DAP bands. At ' iPW

this time, we do not know if this isrelted to o --

the lamp's construction materials or another aM

surc. At the - time, the results are Mom

e40 40 4W I M m M m am a

thetepeatrefor growth using these alkyl
sore.In addit,,t. tteghl Ie lam pweriptim of, pbosolumnmm, dat with

and substate tenmrature, them seems to be fme in lamp cuMLt
little eviderice of' major incorpoa of' deep

level impurities, which can severely degrade

a
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the optical properties of ZnSe. Additional
evidence of this is that several of these

samples exhibit bright blue luminescence at
room temperature under HeCd laser pumping. •

IV. CONCLUSIONS

High quality ZnSe has been deposited 1e 00 0

using a remote-plasma lamp at 250 C. In
comparison to our thermal process, the plasma Fgre 5. e of prwt5 rate o theumreat applied to the lamp, at a substme
depositions have better crystalline quality and tsmpemeu of 250"C.
improved morphology. However, the most
significant advantage is that using the plasma process has reduced the growth temperature
from 500C using DEZ and DESe to "250"C while maintaining a growth rate of 1.5

Low temperature OMVPE of ZnSe from alkyl sources using a plasma-disk lamp has
been successfully demonstrated and shown to have distinct advantages over conventional
thermal OMVPE. The reduction in deposition temperature realized using this technique
should lower the level of native defects in this material. This reduction of temperature
will also help to minimize interdiffusion in multi-layer structures. In addition, the plasma
process allows the use of a variety of source compounds, possibly even thermally-stable
sources, while maintaining a low deposition temperature. Therefore, further applications of
this technique are encouraging. Already, our attempts at doping ZnSe using plasma-
assisted OMVPE have been successful and current efforts to deposit other materials are

Promising.
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4: PHOTOREACTIONS OF Mo(CO)e ON POTASSIUM PRECOVERED
SILICON SURFACE WITH UV TO IR RADIATION

Z. C. Ying and W. Ho
Laboratory of Atomic and Solid State Physics and Materials Science Center
Cornell University, Ithaca, New York, 14853

ABSTRACT

The adsorption and photoreactions of Mo(CO)e coadsorbed with K on Si(111)7x7
at 90 K have been studied under ultra-high vacuum conditions. It is found that disso-
ciative adsorption of Mo(CO)o on the K preadsorbed surface occurs for coverages below
a monolayer. A multilayer of physisorbed Mo(CO)s molecules is formed on top of the
monolayer. Under photon irradiation physisorbed Mo(CO)6 molecules are dissociated
and CO desorption is observed. The photoreactions of Mo(CO)8 occur over a wide wave-
length range from the UV to IR. In contrast, only UV radiation induces photoreactions
of Mo(CO)e on the K-free Si(111)7x7 surface. Evidently K opens a new channel for the
photoreactions of Mo(CO)s on the surface. A mechanism involving interactions between
photogenerated charge carriers and the subsi.ate-adsorbate complex is proposed.

INTRODUCTION

Investigation of photoreactions of mn-tal carbonyls adsorbed on solid surfaces is
important for understanding photodepusition of metals using carbonyls. A number
of studies have recently been reported on the surface of various materials, including
semiconductor,' metal,5 and insulator.4 These studies show that UV radiation in-
duces dissociation of adsorbed carbonyls, via a mechanism involving direct electronic
excitation of adsorbed carbonyl molecules. Similar to photoreactions of carbonyls in the
gas phase, the photoreactions on these surfaces are observed under UV irradiation but
not visible irradiation.

This paper reports our recent experiments of Mo(CO)s coadsorbed with K on Si(111)
7x7 at 90 K. It is found that photoreactions of Mo(CO)s occur even under visible and
infrared irradiation. The experiments were performed under ultra-high vacuum (UHV)
conditions, using photon induced desorption spectroscopy (PIDS), thermal desorption
spectroscopy (TDS), high resolution electron ene:;.,y loss spectroscopy (HREELS), and
work function change (A0) measurements.

To give a background for understanding the adsorption and reactions of Mo(CO)6 on
the K preadsorbed Si(111)7x 7 surface, the main results of previous studies of Mo(CO)6 on
the K-free Si(111)7x7 surface are briefly reviewed in the following.2' , Mo(CO)a molecules
are observed to be physisorbed on Si(1l1)7x7 at 90 K without dissociation; HREELS
of Mo(CO)e on Si(111)7x7 reveals vibrational features which are similar to those of
Mo(CO)e molecules in the gas phase. Physisorbed Mo(CO)s molecules can be ther-
mally desorbed from the surface at 200 K. UV radiation induces photodissociation of

*Mo(CO)e molecules. CO molecules, which are products in the photodissociation process,
are desorbed from the surface during irradiation. The mechanism of the photoreactions
is attributed to the direct excitation of the electronic states of the adsorbates, a pro-
cess which also occurs in the gas phase carbonyls. However, it is found that adsorbed

*Mo(CO)s, unlike Mo(CO)s in the gas phase, do not completely dissociate into Mo and
CO; Mo(CO)x (0 < x < 6) are observed on the surface after photon irradiation. These

Mlt. ts. Sm. Symp. Pm. Vol. 129. 199 MaIItlS R*.Mwh Socdly
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carbonyl fragments can be further dissociated with thermal heating, which gives rise to
CO desorption at higher temperatures (250-500 K).

EXPERIMENTAL ARRANGEMENT

The experiments were performed in a stainless steel UHV chamber. An n-type
(5.5 X 1014 cm- 3 ) Si(111) sample was used. The surface was cleaned by repeated cycles
of sputtering and annealing. The clean surface was then exposed to K from a heated
K getter, followed by an exposure of Mo(CO)s. A Xe arc lamp was used as the photon
source. Radiation in various spectral regions from the lamp was selected using appropriate
combinations of bandpass and longpass filters, giving rise to a bandwidth of approximately
60 nm. The photon flux absorbed by the sample is approximately 10 mW/cm 2 . In
addition, the 514-nm output from a cw Ar ion laser was used for the power dependence
study.

The K exposure was achieved reproducibly by controlling the heating time of the
getter. Compared to the clean surface, the work function of the K-exposed surface shows
a monotonic decrease with increasing K exposure until a maximum decrease of 2.6±0.2 eV
is reached. Additional exposures of K result in a slight increase in the work function.
The K exposure corresponding to the maximum decrease in the work function was used
in the present experiments. No attempt was made to calibrate the absolute coverage of
K deposited on the surface. Detailed description of the apparatus and the data collection
procedures have been published elsewhere.2 ,'

RESULTS

Figure 1 presents thermal desorption spectra obtained from Si(111)7x 7 with different
exposures of K and Mo(CO)e. A TD spectrum for the K-free surface is shown in Fig. 1(a).
When the surface is exposed with a high exposure of Mo(CO)a (- 3 Langmuir, 1 L =
10' Torr s), a multilayer of physisorbed Mo(CO)s molecules is formed on the surface.
The TD spectrum is characterized by a single desorption peak at 200 K. The desorbed
species is molecular Mo(CO)e; the mass 28 signal, as shown in the figure, is one of the
cracking fragments of Mo(CO)6 in the mass spectrometer.2 ,3 When the same amount
of Mo(CO)s is exposed on the K preadsorbed surface, a broadening of the molecular
desorption peak at 200 K is observed, as shown in Fig. 1(b). Furthermore, additional
CO desorption peaks are observed between 250 and 500 K. These higher temperature
desorption peaks dominate in the TD spectrum for a low Mo(CO)e exposure (,- 0.6 L)
on the K preadsorbed surface, as shown in Fig. 1(c). Molecular desorption is not observed
at low exposures of Mo(CO)6 on the K preadsorbed surface.

Photon induced desorption spectra from Si(111)7x7 at 90 K under visible irradiation
(550 nm) are shown in Fig. 2. The exposures of K and Mo(CO)e for the spectrum in each
panel are identical to those in the corresponding panel of Fig. 1. On the K-free surface
photoreactions of Mo(CO)e occur only with UV radiation; visible radiation does not
induce desorption, as shown in Fig. 2(a). However, Figs. 2(b) and 2(c) show desorption
of CO under visible irradiation on the K preadsorbed surface for both the high and low
exposures of Mo(CO)s. (In the UV region desorption signal is more than 10 times higher
on the K preadsorbed surface than the K-free surface.) The desorption signal reaches the
maximum within a small fraction of a second, which is limited by the pumping speed of
the UHV chamber, and decays with further irradiation. The lineshape of the desorption
signal reveals that the photodesorption is not due to thermal effects. The nonthermal
process is further confirmed by direct measurement of the temperature rise of the sample

J
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• -(a) No K (b) With K (c) With K

Low Exposure
of Mo(CO)s
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Figure 1. Thermal desorption spectra monitoring mass 28 for Mo(CO)6 adsorbed
on (a) the K-free, and (b)-(c) the K preadsorbed Si(111)7x7 surface at 90 K.
The same Mo(CO)e exposure (- 3 L) was used for spectra (a) and (b), and a
lower exposure (- 0.6 L) was used for spectrum (c). A heating rate of 2 K/s was
used.

-- (a) No K (c) With K
.21 Low ExposureV) of lMO(CO)s

[.(bJ(i th K e

IN x 2.5
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0
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Figure 2. Photodesorption of CO from Mo(CO)6 adsorbed on Si(111)7x7 at
90 K. The K and Mo(CO)6 exposures are the same as those in Fig. 1. Photon
irradiation, started at 0 s and blocked at 30 s, is carried out in the visible region,
centered at 550 nm and with a bandwidth of 65 rin.
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of Mo(CO)s
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Figure 3. Thermal desorption spectra for Mo(CO)6 on Si(111)7x7 at 90 K after
10 min irradiation of visible photons at 550 inm. The K and Mo(CO)6 exposures
are the same as those in Fig. 1.
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Figure 4. Peak height of the photodesorption signal as a function of photon
wavelength. The surface at 90 K was coadsorbed with K and Mo(CO)e (-, 3 L).
The solid line is the square root of the absorption coefficient of Si.

(- 1 K). The photodesorption spectra for the K preadsorbed surface [Figs. 2(b) and
(2c)] show a factor of 20 difference in the maximum peak height, while the Mo(CO)6
exposures are different only by a factor of 5. It can be immediately concluded that the
photodesorption yield is larger at the higher Mo(CO)e exposure.

Thermal desorption spectra taken after visible irradiation (550 nm) are shown in
Fig. 3. The spectrum shown in Fig. 3(a) is recorded after irradiation of the K-free
surface and is identical to the TD spectrum without irradiation [Fig. 1(a)]. This is
expected since visible radiation does not induce any reaction of Mo(CO)e on the K-free
surface. However, changes in TD spectra are observed for the K preadsorbed surface. At
the higher exposure of Mo(CO)e, a noticeable decrease in the peak height of the molecular
desorption at 200 K is observed (Fig. 3(b)]. In addition, the intensity of the CO desorption
peaks observed at higher temperatures is increased after photon irradiation. At the low
exposure of Mo(CO)s, TD spectrum in Fig. 3(c) shows a slight decrease in the intensity
of the CO desorption peaks compared to the spectrum without irradiation [Fig. l(c)].

In sharp contrast to the K-free surface, a nonlinear power dependence is observed
for the photodesorption of CO from Mo(CO)s on the K preadsorbed Si(111)7x7 surface.
The peak height of the photodesorption signal at a fixed wavelength approximately fol-
lows the square root of the photon flux. In addition, the wavelength dependence of the
photodesorption is shown in Fig. 4. The figure presents the measured peak height of the
desorption signal as a function of photon wavelength. The data have been normalized to
the square root of the photon flux absorbed by the Si substrate, i.e., [1(1 - R)]'12 , where
I is the incident photon flux and R is the reflectivity. It is clear from the figure that
the photodesorption occurs over a wide wavelength range (335-700 nm). The desorption
intensity is higher under UV irradiation and monotonically decreases as the wavelength
increases. The desorption signal is still clearly observed when radiation with wavelengths
shorter than 830 nm is blocked by a longpass filter. These results indicate that the pho-
toreactions of Mo(CO)e on the K preadsorbed surface occur even with IR radiation of
wavelengths longer than 830 nm.

DISCUSSION

Adsorption of Mo(CO)s on Si(lll)7x7 at 90 K is modified by coadsorption with K.
Thermal desorption of CO on the K preadsorbed surface is observed at 250-500 K. Des.
orption of CO in the same temperature range has been observed for the K-free Si(l1l)7x7

I
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surface after UV irradiation of adsorbed Mo(CO)e, and is attributed to the thermal dis-
sociation of carbonyl fragments produced from UV irradiation. 2,3 The observation of the
high temperature desorption peaks on the K preadsorbed surface (without irradiation)
indicates that Mo(CO)s molecules are at least partially dissociated during adsorption. In
contrast, Mo(CO)s molecules are physisorbed on the K-free surface and thermally desorb
at 200 K. The molecular desorption of Mo(CO)s is also observed on the K preadsorbed
surface at high exposures of Mo(CO)s but not at low exposures. It can be concluded
that low exposures of Mo(CO)6 result in dissociative adsorption of Mo(CO)o on the K

preadsorbed Si(l1)7x7 surface at 90 K. A multilayer of physisorbed Mo(CO)6 molecules

is formed on top of the dissociated carbonyl fragments at higher exposures of Mo(CO)e.

Photoreactions of Mo(CO)a occur on the K preadsorbed surface. A higher pho-
toreaction yield is observed at high Mo(CO)s exposures than at low exposures. Since a
multilayer of physisorbed Mo(CO)e molecules is formed at high exposures, it is suggested
that photoreactions mainly occur for physisorbed carbonyl molecules in the multilayer
and not for carbonyl fragments in the monolayer. This is confirmed by the changes in the
TD spectrum with high exposures of Mo(CO)e after photon irradiation; the intensity of
the Mo(CO)e desorption is decreased and the intensity of the CO desorption is increased.
Photon radiation dissociates Mo(CO)e molecules into CO and Mo(CO)x (0 < x < 6).
CO molecules are desorbed from the surface during irradiation; and resulting Mo(CO),
can be thermally dissociated and give rise to CO desorption at 250-500 K.

Although it is likely that direct electronic excitation of Mo(CO)G molecules with
UV radiation partially contributes to the phetoreactions of Mo(CO)s observed on K
the preadsorbed Si(111)7x7 surface, this mechanism can not fully explain the observed
photoreactions. On the K preadsorbed surface photoreactions mainly occur for the ph-
ysisorbed Mo(CO)o molecules. Modification of the electronic states for the physisorbed
Mo(CO)e molecules is not expected to be appreciable. Therefore, direct electronic exci-
tation should occur only with UV radiation, as is the case for Mo(CO)e both in the gas
phase and adsorbed phase on the K-free Si(111)7x7 surface. However, photoreactions on
the K preadsorbed surface are observed over a wide wavelength range extending to the
IR. Moreover, in the UV region, where photoreactions occur on the surface both with
and without K, the desorption signal is significantly higher for the K preadsorbed surface.
Furthermore, an approximate square root power dependence at a fixed wavelength is ob-
served for the photoreaction yield on the K preadsorbed surface, in contrast to a linear
power dependence observed for the photoreaction yield due to direct electronic excitation
of Mo(CO)s on the K-free surface.

A square root power dependence has been observed previously for the photoreactions
of NO on Si(UI)7x77 and GaAs(l10).8 The mechanism of photoreactions is attributed to
the electron-hole pair excitation followed by coupling between the photogenerated charge
carriers and the adsorbate-substrate complex. In addition, the peak height should follow
the square root of the optical absorption coefficient of the substrate.9 The square root of
the absorption coefficient, a, of Si'0 is plotted as the solid line in Fig. 4. Good agreement
with the experimental data is obtained. Both the power and wavelength dependences
suggest that photogenerated charge carriers induce photoreactions of Mo(CO)e on the K
preadsorbed surface.

It is desirable to determine whether it is the electrons or holes which induce the
photoreactions. A consideration of the energetics rules out the possibility of holes. Pho-
toreactions are observed over a wide wavelength range with the lowest photon energy
at 1.5 eV (830 nm) in the present experiments. The upper limit for the energy of holes
created by these photons is therefore 1.5 eV from the edge of the conduction band. Us-
ing the work function for the clean Si surface of 4.5 eV 1I (actually the work function

.. . . ..
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is much reduced after K deposition), the energy of these holes can not exceed 6.0 eV
below the vacuum level. On the other hand, since Mo(CO)e involved in the photore-
actions are physisorbed on the surface and their electronic states are not expected to
be appreciably modified, the energy of the highest occupied state of adsorbed Mo(CO)e
can be approximated by the ionization energy of Mo(CO)6 measured in the gas phase
(8.4 eV12 ). Therefore, if the holes to be captured by the Mo(CO)s, their energies must
be approximately 8.4 eV from the vacuum level, which is much greater than the upper
limit of 8.0 eV for the energy of the photogenerated holes estimated above. Thus the ob-
served photoreactions are attributed to an interaction with the photogenerated electrons,
instead of the holes. The electron mediated mechansm has been observed for carbonyls
adsorbed on solid surfaces via electronic stimulated dissociation' and in the gas phase
via dissociative electron attachment.'

3

CONCLUSIONS

Coadsorption of K on Si(111)7x7 has been found to enhance the photodissociation
of physisorbed Mo(CO)s molecules and the photodesorption of CO ligands. The pho-
toreactions are observed over a wide wavelength range from the UV to IR. It is suggested
that the photoreactions are initiated by photogenerated electrons,
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O9 p-TYPE Si FROM THA

J.E.BOOREEW, J. FLICSTIgIN**, J.F. BRESSE**, J.. ROfhILUIRE9*
and A.N. POUGNEY**
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ABSTRACT

Photodecomposition of trimethylaluminum (TEA) flowing
with H on p-type Si under UV irradiation in shown to be exclu-
sively a reaction confined to surface species. Thus photonu-
cleation and photodeposition of Al on Si in controlled either
by Si-H or Si-O and Si-OH bonds. In the regions where Si-O and
Si-OH are present, Al-O forms, which inhibits Al deposition ei-
ther directly or via the adsorption of C containing photopro-
ducts. In the other regions where Si in H terminated, it is an-
sumed that 12 adsorbs dimociatively on Al clusters, thus lea-
ding to the formation followed by the desorption of methane
from the adsorbed phase. For this reason, Al thin film are C
contamination free.

INTRODUCTION

In the search for metallixation processes for large sca-
le integrated (LSI) devices, the use of lasers or monochroma-
tic incoherent light sources to induce chemical reactions at
gas-solid interfaces, may offer attractive potential applica-
tions in a low-temperature, high-resolution process [1,2]. Al
in one of the most important metals used in integrated circuit
(IC) technology. However, Al deposition constitutes a challen-
ge to be overcome for both technological and scientific rea-
sons. First of all, oxygen and carbon contamination are the
main problems to be solved when Al in deposited using THA as
the metalorganic parent molecule. TEA has the highest vapor
pressure at room temperature among the various known metalorga-
nic parent gases. From a fundamental viewpoint, it is essen-
tial for further process development to devote much more ef-
fort to the understanding of the mechanisms of photochemical or
thermochemical deposition and particularly of photonucleation
where the surface adsorbates can play the major role [3,4].

The present paper aims to give a better insight into the
photolytic and the pyrolytic processes of decomposition of TEA A
flowing along with hydrogen carrier gas, by combining ex situ
[5] and in situ [3.6-9] analytical techniques. The role of It
(by changing the flux) as well as that of Oa (by working with
a normal-vacuum and a high-vacuum cell) will be emphasized.
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The experimental set-up for the deposition by pboto-indu-
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be connected to two different cells (a normal-vacuum cell and
a high-vacuum cell) and any of three light sources: a visible
laser, a UV lamp or a UV laser.

The gas handling system has been described earlier (5].
Both cells are stainless steel, vacuum-tight cells. The nor-
mal-vacuum one, which can be pumped out using a sorption pump
to 10-S Torr, has an optical length of 13mm, a volume of 60 ml
and a 1.5mm thick fused silica window. The high- vacuum one.
which can be pumped out using an ion pump to 10-9 Torr (see
Fig. 1), has an optical length of 17mm, a volume of 0.71 and a
5mm thick synthesized-quartz window.

The electronic grade TEA, which is purified under va-
cuum [10], is carried by hydrogen and further diluted [11].
The mole fraction of THA in H2 is allowed to vary in the ran-
ge 4.10-4 - 1.2 10-2 [11].

The scanning speed of the laser beams along the x-axis
can vary between 2 and l00pam/s [5, 11].

The laser used as the source of visible radiation is a
av monomode (514.5 nm line) Ar ion laser with a maximum availa-
ble output power of 2 W. The laser beam is focused on the Si
surface by means of 80 mm or 40 mm focal length lenses. Typi-
cal gaussian radii are 25pm and 16.Sam, respectively. The expe-
rimental set-up concerning the UV lamp (low pressure mercury
lamp emitting at 254nm) and the cw UV laser (intracavity fre-
quency doubler emitting at 257nm) have been described earlier[5,11].

Since THA reacts spontaneously with O and HzO, even in
traces, the gas handling system is baked and flushed with N2
Just after the introduction of the sample into the cell to lo-
wer the dew point below -76*C (H20 concentration less than
ippm vol). Then, so as to remove residual gas impurities and
passivate the cells, the cells are pumped out using either the
sorption pump or the ion pump in the case of the high-vacuum
cell, and flushed with pure Hz. Experimental conditions have
been listed previously [5,11].

RESULTS

Let us summarize the previous results obtained by using
the normal-vacuum cell [5, 11]. From the mechanistic point of
viewthere is no real difference between the reactions indu-
ced by the UV lamp and those induced by the UV laser in the
low fluence regime [11]; these latter results will be skipped
in the present paper.

When a silicon substrate, placed in flowing TKA, is expo-
sod to the UV lamp for at least 30 min, its surface is sub-
Ject to a microscopic change which, analyzed by SRK, results
in the nucleation of a fine-grain Al structure [5, 12]. Obviou-
sly photonucleation effects are very sensitive to the local chemi-
cal nature of the substrate surface (0 atom or -OH group).
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Thus. the sample preparation is crucial. The fine-grain struc-
ture is found to be made up mostly from spherical caps and a
few spheroids, the former presumably being the sign of hetero-
geneous nucleation resulting from photodissociation of adsor-
bed TEA molecules, whereas the latter are associated with homo-
geneous nucleation in the gas phase [12]. Ex situ Auger micros-
nalysis indicates the presence of metallic Al,of oxidized Al
(Al-O) and of non-carbidic carbon [5].The carbon containing
species, which can be also observed by SIE + EDAX, nucleate on
the surface and locally inhibit further coalescence and growth.
However, this inhibiting effect is observed to decrease when
TRA is more diluted in Ha [10].

enentia] reapipp Indnned b the UV Ian end the u wini-

Following the work of Tsao and Ehrlich (13], we used
this two-step, two-source process for direct writing of Al on
Si [5]. The first step corresponds to a prenucleation step,
while the second one corresponds to a continuous growth step.
By using the high-vacuum cell compared to the normal-vacuum
cell for the previous studies [5,11], we obtain the Al lines
shown in Fig. 2. Both lines have been written with the same
scanning speed (v = 72pn/s) and by using the same mole frac-
tion of TEA in Ha (3.4 10-3). The line shown in the upper part
of the figure is drawn with a gaussian radius of 25psr and a la-
ser power of 1.7W whereas the line of the lower part is drawn
with a gaussian radius of 16.5pm and a laser power of 1.1 W.
Auger icroanalysis performed with Ar ion sputter profiling on
the deposited lines indicates metallic Al, Al-0, C and 0 si-
gnals in atomic concentration ratio 37:3:12:48. Thus, even
though Al-O is very weak compared to previous work, the 0 si-
gnal is high, which is unexpected in our high-vacuum condi-
tions.

Fig. 3 shows an Al line (v = 72pm/s, cTMA =3.4 10-3, P
= 1.3W, Wd = 16.5pD) which is interrupted. The lower part of
Fig. 3 is a magnified view of the interrupted region and exhi-
bits a grain structure with random distribution which, analy-
zed by Auger microspectroscopy in the integral mode, is clear-
ly made up of Al-0. Thus Al-O (presumably AaO) grain structu-
re apparently inhibits Al film deposition (Al does not stick
on AaO).

finally by diluting TEA in Ha, we have observed a chan-
gs in Al grain size. Fig. 4 shows that by decreasing the mole
fraction of THA in Ha (1.17 10-2 in the upper part, 4.8 10-4
in the lower part), the typical grain size decreases from 2-
3U to less than 0.1m. This result should be correlated to
the change in deposited film morphology (mirrorlike with ex-
cess Ha and granular without Ha) observed by other workers [8].

DISCUSSION

Higashi and Rothberg [3,S], using optoacoustic infrared
absorption, have shown that about one monolayer of hydrogen
bonded -OR groups is adsorbed on silica or sapphire substra-
tes. Wore recently Chabal et al [14], using multiple-internal-
reflection infrared spectroscopy, have shown that chemically
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oxidized and subsequently HF stripped Si surfaces are termina-
ted mostly with hydrogen (monohydride and dihydride termina-
tion). Thus in our experiments, it is likely that we are fa-
ced with Si-H, SiHz and Si-OH bonds on Si (100) surface. TEA,
when introduced into the cell, can be chemisorbed on the hy-
droxylated oxides forming locally at least one monolayer of
Al(CHS)z adeorbates [3].

Moreover the carrier gas H2 flowing with TEA under atmos-
pheric pressure may have three major effects:

(1) Hz limits the gas phase mean free path for photopro--
ducts to less than 3001, a value that is much smaller than the
radii of the laser beams.

(2) Ha may presumably adsorb dissociatively on Al at
room temperature, as it does on transition metals [15].

(3) The flow of THA along with Hz induces, in our condi-
tions of light source fluences, a permanent replenishment of
parent molecules at the center of the photoreaction zone.

Combining all these experimental facts, it can be infer-
red that photoreactions will be for the most part confined to
surface species (chemisorbed and physisorbed phases).

Resotiona in du~a by thA UV lamp

It is easily demonstrated that the UV lamp, due to its
low fluence intensity, induces a negligible temperature rise
at the substrate surface. Thus at 2 5 4nm, pure photolysis oc-
curs which is consistent with the non-carbidic carbon obser-
ved in the deposits. In the gas phase, it has been shown inde-
pendently [7,9] at 248 na that Al and a small amount of Al-CH3
and of CH3 and a tiny amount of CH are generated according to
the cascade one-photon absorption process. In the adsorbed pha-
se, the amount of Al-CH3 is slightly higher [9]. Thus the gas
phase contributions are not significant and at 254nm the photo-
decomposition of THA adsorbed on the Si substrate is supposed
to be the primary source of deposited Al, as was inferred by
other investigators [8]. More precisely it has been observed
that organoaluminum adsorbates are insignificantly dissociated
at 248nm [7],so that methyl radicals cannot be removed easily
from the- surface [3,6]. This explains the small generation of
methane as observed from mass spectroscopic analysis and the
quite high level of C concentration in the deposited films [8].
One must infer from our experiments that the presence of H radi-
cals originating in the dissociative adsorption of molecular hy-
drogen on existing Al clusters makes possible, in the physisor-
bed layers in the vicinity of Al clusters, the following reac-
tion :

CH3- + H. -- )CH4

Thus methane is formed and desorbs readily at room temperature,
which leads to the elimination of methyl radicals. As the resi-
dence time of H on the surface is expected to be very short
[16], the higher the flux of Hz, the more efficient the elimina-
tion of methyl radicals. On the contrary, in the surface areas
where silicon oxide or Si-OH are present, Al atoms getter oxy-
gon or -0H groups and form A1-O bonds. Unfortunately C contai-
ning photoproducts chemisorb readily on Al-O and further inhi-
bit Al nucleation and deposition.
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Fig. 1. Schematic diagram of the Fig. 2. Scanning elec-
high-vacuum cell. tron micrographs of Al

lines using UV lamp +
visible laser. Upper

Ion Pump view: v=72pa/s.
Hygrometer CTmA= 3.4.10-3, P=I.7W,

W = 25prm. Lower view:
v=72pm/s, cTNA= 3.4 10-3,
P= 1.1W, W..) 16.5pm.

Dilution Exhaust
Sys tem Cell

Sorption
Pump

Fig 3. Upper view: SEN micrograph Fig. 4. SEN micrographs
of an Al line using UV lamp+visible of two Al lines using
laser: v= 72ps/s, cTMA- 3.410-3, UV lamp+visible laser
P= 1.3WWC =16.5pm. Lower view: Upper view: cTMA=l.210-2
magnified SEN micrograph of the Lower view: cTNA4.810-4
interrupted region of the line. All other parameters are

identical.
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In this two-step, two-light-source process, the maximum
temperature induced by the visible laser at the laser spot cen-
ter on the Si surface ranges from 70°C up to 180C, depending
upon the laser power and the focal length used. In the case of
Fig.2, the temperature induced at the center of both Al lines
is about 114*C. Thus most of the physisorbed TWA adlayers de-
sorb, as observed from a thermal desorption experiment (8].
which means that the Al photodeposition proceeds via the photodis-
sociation of the chemisorbed THA monolayer. An argument simi-
lar to that developed in the preceding section explains why an
Al line can be stopped and replaced by the fine grain AI-O
structure (see Fig. 3)

Finally the decrease of Al grain size inside a written
line when dilution of THA in H2 increases (see Fig. 4) may ha-
ve the same origin as the change in morphology of the Al depo-
sit (mirrorlike) when processing with excess H2 under ArF irra-
diation [8]. It is thought that the H2 flux reacts with surface
Al, thus forming AlH which promotes Al cluster formation [8].
This is consistent with a smooth sample surface allowing shal-
low oxide penetration (8].

CONCLUSION

Photodeposition of Al on Si substrates from THA flo-
wing in Ha using a UV lamp or a combination of a UV lamp and
a cw visible laser involves the photodecomposition of adsor-
bed TWA. Consequently this deposition may be controlled ei--
ther by surface silicon oxide and surface hydroxylated groups
or through a surface reaction with flowing H2. In the case of
Si-O and Si-OH, there is a possibility of Al-O formation which
inhibits Al film nucleation and deposition either directly or
indirectly via the adsorption of carbon containing photopro-
ducts. In the surface areas with negligible Si-O and Si-OH
bonds, it is assumed that 11 adsorbs dissociatively on Al clus-
ters, which makes possible a reaction with methyl radicals in
the adsorbed phase, thus explaining the elimination of carbon
in the deposited film by desorption of methane. In the same
areas, the formation of aluminum hydride by contact of H2 with
surface Al may lead to the increat s of the Al nucleation cen-
ter density.
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UV ENHANCEMENT OF SURFACE CATALYTIC POLYMERIZATION OF ETHYLENE
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ABSTRACT

The polymerization of ethylene on surfaces sequentially
dosed with TiC14 and trimethylaluminum was studied by Fourier
transform infrared spectroscopy. The polymer film was observed
in situ as a function of time and under the influence of 254-nm
cw radiation. The rate of polymerization and the saturation
thickness of the polyethylene are strongly dependent on the
order of dosing and the partial pressures of the reactants that
form the catalyst. UV enhancement of polymerization was
demonstrated to occur through two separate photochemical
channels: gas-phase photolysis of the reactants and solid-phase
chemical transformation of a noncatalytic thin film.

INTRODUCTION

The UV photodeposition of a thin film of a catalyst is
among the more complex photoprocesses from a molecular and
structural standpoint. In earlier studies 11,21 it was shown
that the 257-nm photolysis of a gaseous mixture of TiC1 4 and
trimethylaluminum (TMA) can form an organometallic thin film
which, upon subsequent exposure to ethylene (C2H4 ) vapor induces
catalytic polymerization at room temperature. This thin film
was shown to behave similarly to a Ziegler-Natta catalyst [3-61.

In this paper, we describe an investigation of the
mechanisms whereby UV irradiation enhances the catalytic
activity of a film formed by dosing surfaces with TiC14 and TMA.
The study was performed in situ with Fourier transform infrared
(FTIR) spectroscopy with and without UV stimulation. FTIR
spectroscopy, if used in conjunction with an internally
reflected element (IRE) can be a powerful surface sensitive
technique which allows for the investigation of very thin films
on the IRE. It is demonstrated that gas-phase photolysis of
TiC1 4 and TMA, as well as solid-state photochemistry contribute
to the formation of a catalyst film, which can induce
polymerization of ethylene.

EXPERIMENTAL

The experimental setup consists of a vacuum-tight stainless

steel cell placed in an FTIR spectrometer, and connected to a
gas handling and a pumping system. Pumping is performed with a

&n
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mechanical pump to a base pressure -10 mTorr. The IRE and a UV-
grade fused silica flat serve as two opposing sides of the cell.
UV radiation at 254 nm from a low-pressure mercury lamp is
introduced to the cell through the fused silica window.

The experimental procedure consists of sequential dosing of
the IRE with TiC14 and TMA, and then exposing it to C2H4. Each
dosing stage is followed by pumping. The UV lamp is turned on
and off at selected times during the experiment. Any
polymerization on the surface of the IRE is monitored in situ
through the absorption spectrum of the growing thin film. A
typical example of the polymer spectrum and its temporal
evolution is shown in Fig. 1. The sharp double peak at 2851 and
2919 cm- 1 represents the C-H symmetric and antisymmetric
stretching frequencies of polyethylene, respectively [7], and is
the signature of a polymer film growing on the surface of the
IRE. The procedure of sequential dosing of reactants to form
the catalyst is in contrast with the co-dosing in the earlier
work (1,21. It enables the isolation of the effects of several
chemical and photochemical processes which would otherwise take
place simultaneously.

RESULTS

The thin film formed on the IRE by the sequential dosing
described above, has catalytic properties even in the absence of
UV irradiation. Its catalytic activity, as determined by
polymer growth, strongly depends on experimental conditions. In
particular, the order of dosing plays a dramatic role on the
formation of the catalyst. If the first dosant is TMA, no
subsequent polymerization is seen without UV, even at the
highest dosing pressures used in our studies (Fig. 2). When the
first dosant is TiC14 , however, a catalyst is indeed formed on
the surface, as evidenced by polymer growth when the IRE is
exposed to C2H4 vapor. The initial rate of polymerization and
the saturation thickness of the polymeric thin film are complex
functions of dosing pressures and pressure ratios, as shown in
Fig. 2. In general , the higher the dosing pressures the more
pronounced the polymerizing effects of the metalorganic thin
film.

UV irradiation at 254 nm can enhance polymer formation, if
it is applied at the appropriate stage in the sequence dose-
pump-dose-pump-polymerize. Figure 3 shows two such instances.
In the first case, TiC14 at a pressure of 2 Torr is added to the
cell followed by TMA at 9 Torr. UV is turned on during TMA
dosing, and in an independent experiment during TiC1 4 dosing.
The presence of UV during TMA dosing has no effect, whereas the
rate of polymerization of ethylene is considerably enhanced when
the UV is on during TiC14 dosing (Fig. 3, curves (a) and (b)).
In the second case, the role of the UV is studied when dosing
with TMA occurs before the dosing with TiC14. As mentioned
above, no polymerization without UV takes place in this case.
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Fig. 1 Representative IR absorption spectra in the 2700- to

3020-cm-1 range taken at 10-min intervals. The double peaks at

2851 and 2919 cm
-1 indicate the presence of polyethylene on the

IRE surface. The growth of the polymer film is manifested by

the increasing amplitude of these peaks. From independent
measurements, an absorbance value of 1.0 correlates with a film
thickness of 0.45 Jim.
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Fig. 2 The growth of polyethylene as a function Of time for

various different experimental conditions without the presence

of UJV. Curves (a)-(c) represent the growth when TiCi4 was the

first d'-sant whereas curve (d) indicates the growth when TMA was

the first dosant.
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The UV is turned on during the presence of ethylene in the
chamber, that is after the formation of a thin film. As gaseous
ethylene does not absorb at 254 nm, any effect on the
polymerization must occur due to photochemistry of the film. As
seen in curve (c) of Fig. 3, polymerization does occur after the
UV is turned on; this indicates UV enhanced surface effects.
Further experiments where the UV is turned on during TMA and
TiC1 4 dosing shows similar effects as observed earlier, i.e.,
there is no enhancement if the UV was turned on during TMA
dosing but there is significant enhancement if the UV is turned
on during TiC14 dosing.

DISCUSSION

The experimental observations presented above are
interpreted within accepted models of Ziegler-Natta type
catalysts and the photochemical properties of the precursors
TiC1 4 and TMA. Specifically, UV enhancement of polymerization
can occur via two separate channels: gas-phase photolysis of
TiC1 4 (absorption cross section -5x10- 19 cm2 at 254 nm), and
solid state photochemistry of a titanium chloromethyl thin film.
Because the effects studied here are partly heterogeneous
reactions, information on the chemical nature of any adsorbates
is also of importance. Therefore we observed the spectrum of
the adsorbed species following TiC14 dosing, but before exposure
to TMA. The characteristic Ti-Cl stretch frequency of gaseous
TiC1 4 , around 500 cm

-1 , is reduced by -20 cm-1 in the adsorbate.
We interpret this result as indicative of partial dechlorination
(8,9], possibly as a result of chemical reactions with surface
contaminants such as residual water:

TiCl 4 (g) + (surface) -+ TiCln (ads), n=2,3 (1)

The addition of gaseous TMA to this adsorbate probably yields a
titanium compound of the form shown below.

A12 (CH3 )6 (g) + TiCln (ads) -4 TiCln(CH3), n=2,3 (2)

The compound indicated in Eq. (2) has been shown to be a
catalyst by Gray et al. [6] and thus polymerization takes place
as shown in Fig. 2, curves (a)-(c). The enhancement of catalyst
formation by UV irradiation during TiC1 4 dosing (compare Fig. 3,
curves (a) and (b)), is interpreted as a result of photolytic
dechlorination of gaseous TiC14 , and the formation of additional
TiC1 2 and TiCl 3 on the surface. The absence of any noticeable
UV enhancement during TMA dosing is similarly understood as the
result of negligible photochemical decomposition of TMA vapor
(0 < 5x10 -2 1 cm2 ).

When dosing with TMA occurs first, TMA is stripped of
methyl radicals and an unsaturated aluminum compound resides on
the surface (10,11]:
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Fig. 3 The effects of UV on polymer growth. Curves (a) and
(b) represent the growth with and without UV on during Tiul4
dosing, respectively. Curve (c) shows the formation of the
polymer in the case when dosing by TMA was first. Here, the
UV was off for the first 0.5 hrs, during which no
polymerization was observed; the lamp was then turned on (see
arrow), and growth of the polymer film was noted.



A12(CH 3)6 (g) + (surface) - Al(CH3)x (ads) (3)

Upon exposure of this adsorbate to TiCl4 , a surface Ti compound
may be formed, in which the Ti has fully saturated bonds, and
which therefore does not have catalytic properties as evidenced
by the absence of polymer formation in Fig. 2 curve (d):

TiC14 (g) + Al(CH3 )x (ads) -4 TiClx(CH3)4-x , (4)

with x = 1-3. In the presence of UV that has been turned on
after the formation of this non-catalyst, a solid-phase
photochemical reaction apparently takes place, which results in
the formation of a catalytically active, coordinatively
unsaturated Ti compound, and UV enhanced surface polymerization
takes place (Fig. 3, curve (c)).

SUMMARY

Polymerization of ethylene due to catalytic action of a
thin film formed by sequential dosing of TiC14 and TMA was
observed with and without UV radiation. Catalytic activity was
shown to depend strongly on the order of dosing and gas
pressures. UV enhancement of the rate of polymerization was
seen to occur through gas phase decomposition of TiC14 and by
surface photochemistry of a non-catalytic film. However, UV
irradiation of gaseous or adsorbed TMA alone had no effect upon
the subsequent activity of the film.
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SELECTIVE PHOTOCHEMICAL DRY ETCHING OF COMPOUND SEMICONDUCTORS:
ENHANCED CONTROL THROUGH SECONDARY ELECTRONIC PROPERTIES

CAROL I. H. ASHBY*
*Sandia National Laboratories, P. 0. Box 5800, Albuquerque, NM 87185

ABSTRACT

When laser-driven etching of a semiconductor requires direct
participation of photogenerated carriers, the etching quantum yield will be
sensitive to the electronic properties of a specific semiconductor material.
The band-gap energy of the semiconductor determines the minimum photon
energy needed for carrier-driven etching since sub-gap photons do not
generate free carriers. However, only those free carriers that reach the
reacting surface contribute to etching and the ultimate carrier flux to the
surface is controlled by more subtle electronic properties than the lowest-
energy band gap. For example, the initial depth of carrier generation and
the probability of carrier recombination between the point of generation and
the surface profoundly influence the etching quantum yield. Appropriate
manipulation of process parameters can provide additional reaction control
based on such secondary electronic properties. Applications to selective
dry etching of GaAs and related materials are discussed here.

INTRODUCTION

Lasers have been ued in a variety of ways to produce spatially
localized etching of semiconductors. The simplest application of the laser
beam is as a highly localized source of heat to increase the rate of a
thermally activated chemical reaction. A second application uses the laser
photons to photolyze a reactant precursor molecule to produce a highly
reactive species that reacts more rapidly with the semiconductor material
than does the precursor. Both these approaches have been demonstrated to
produce highly localized etching (1), but their ability to etch
compositionally similar materials selectively is limited by the chemical
selectivity of the particular chemical reaction employed. For many
materials, such as the different stoichiometric compositions of a ternary
compound semiconductor, differences in che-Lcal reactivity are so small as
to be essentially nonexistent. In contrast, laser-driven processes that
require the direct participation of photogenerated carriers (electrons
and/or holes) can be made more selective than expected from simple chemical
selectivity since one can also employ the specific electronic properties of
the semiconductor to control the carrier-driven reaction. The primary
electronic property of a semiconductor for carrier-driven etching is the
lowest band-gap energy, since this determines the minimum photon energy for
free-carrier generation and, therefore, etching to occur. However, other
secondary electronic properties, such as the depth profile of photon
absorption, field-induced carrier drift, and carrier recombination can also
play significant roles in determining the efficiency of carrier-driven
photochemical etching for a specific semiconductor material. It is this
latter dependence on secondary eleqtronic properties that is the subject of
this paper.,

Carrier-driven photochemical etching processes can be divided into two
broad categories: photoolectrochenical (PEC) and photochemical (PC). In a
PEC process, the semiconductor serves as one electrode of an electrochemical
cell and the other electrode is generally a metal counter-electrode.
Because the etching of the semiconductor proceeds through the oxidation
portion of the redox reaction with reduction occurring at the counter-
electrode, PEC processes are generally restricted to n-type materials; p-
type materials require no photons to drive the corresponding reaction., An
external voltage is applied to the cell to drive the flow of minority
carriers (holes) to the surface of the semiconductor electrode, thereby
producing etching. An ample supply of holes is provided by the creation of
electron-hole pairs through the absorption of photons with energies greater
than or equal to the band-gap energy. The applied electric field is chosen
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to efficiently sweep photogenerated holes to the surface but to
simultaneously preclude significant etching in the absence of photogenerated
holes. Because the applied field plays a dominant role in controlling hole
flux to the surface, PEC processes are not as strongly influenced as PC
processes by some of the secondary electronic properties of the
semiconductor, as will be made clear later.

In contrast to PEC processes, PC processes do not inherently employ an
external voltage source to drive etching. In most cases, no external
voltage source is employed. Both oxidation and reduction occur at the
semiconductor surface, with the semiconductor being oxidized and the etchant
species being reduced. Consequently, both n-type and p-type materials can
be etched with a suitable reactant. Without an externally applied field to
dominate carrier flow to the surface, PC processes are more responsive to
the secondary electronic properties than are PEC processes. The
relationships between these properties, processes parameters, and selective
etching will be discussed below using the carrier-driven etching of GaAs and
Ga(As,P) by Cl atoms to exemplify the selectivity that is achievable through
electronic-property control.

EXPERIHENT

GaAs and Ga(As,P) were etched using Cl atoms generated 10 cm upstream
from the semiconductor sample in a d.c. glow discharge. No current due to
charged particles from the plasma was detected at the sample in reactions
that did not involve deliberate application of a bias voltage. Discharge
parameters were selected to produce negligible thermal etching during the
course of 60-minute photochemical etching reactions. Under the conditions
employed (2), the carrier-driven reaction is essentially independent of
substrate temperature between 353 and 383 K. Most reactions reported here
were performed at 363 ± 6 K. For wavelength-dependent studies, 524.5-nm
(2.41 eV) photons from an Ar-ion laser and 607-nm to 613-nm (2.04 to
2.02 eV) and 766-nm (1.62 eV) photons from a cw dye laser were employed
(3,4,5,6). Photon fluxes were selected to produce an etched depth that is
linear in photon fluance; the calculated temperature rise at beam center is
less than 10 degrees unless otherwise specified (2). Samples of GaAs were
implanted with 40-keV 11B ions to fluences of 1010, 1012, and 1014 ions/cm

2

(5,6). Further experimental details are reported in the appropriate
references. The quantum yield is defined as the number of atoms removed per
incident photon.

DISCUSSION:

For an n-type semiconductor under steady-state illumination, the
general behavior of the minority carrier holes can be described by the form
of the continuity equation given as Eqn. 1.

d2p d(ppF) a10  (p-po)
- - + -exp(-ax) - - 0 (1)Ddx2 dx hv ?(x)

Here p is the hole concentration at a given depth, x, D the hole
diffusivity, p the hole mobility, F the electric field at R, a the
absorption coefficient at the excitation wavelength, I the incident
intensity in •Vgs/cm2 -sec, p the equilibrium hole concentration in the
bulk, and r the hole regombination lifetime. Whether a carrier-driven
reaction proceeds with a substantial quantum yield depends on the minority
carrier flux to the surface and the surface lifetime of those carriers that
reach the surface. The concentration of holes as a function of depth, p(x),
is determined by the balance between diffusion away from the surface due to
the concentration gradient, field-induced drift, the depth profile of
initial carrier photogeneration, and carrier recombination; these factors



271

determine the minority carrier surface concentration that is finally
available to drive a chemical reaction. This can be calculated for specific
materials and process conditions from Eqn. 1. In practice, the solution to
Eqn 1. requires detailed knowledge of specific material parameters,
including surface recombination behavior as a boundary condition, and
numerical solution techniques; this is beyond the scope of this paper and we
will employ Eqn. 1 primarily as a reference point for examining
qualitatively the effects on etching behavior of varying one of its terms
while holding the other terms constant.

The relative importance of the different terms of Eqn. 1 will vary with
the depth beneath the surface. Figure 1 illustrates the general form of the
band edges for an n-type semiconductor with no external field applied and
with the Fermi level unpinned from mid-gap, as is the case in the Cl-atom
etching of (100) GaAs (7). One can approximate the depth of the space-
charge region as d-N /Nd, where N is the density of surface states below
the Fermi level (9f) and N is the donor concentration. At xtd, the
potential, 9, is zero. Ei is As Fermi-level energy in intrinsic material.
Assuming a constant space-charge density of eN from x-O to x-d, the surface
potential, 0-*(x-O) is eN2/2eN (8). The field in the space-charge region
is F --dt/dx. In the absence of an externally applied field, one can divide
the material into two characteristic regions: the region from the surface to
x-d, where one must consider the effects of all four terms in Eqn. 1, and
the region with a- d, where field-induced drift term is zero.

The first significant effect of secondary electronic properties on
etching quantum yields is due to the relative fraction of photogenerated
carriers created in the surface-field region. The relative probability that
a photon of a specific wavelength will create carriers that reach the
surface to promote etching depends on the relative values of d and a,
assuming carrier loss through recombination within the bulk (same r) and
through surface recombination are equal. Clearly, if the photon energy does
not exceed the band gap, a is essentially zero and no significant carrier
production occurs. This is illustrated by the total selectivity between

Ga .3(E -1.81 eV at 363 K) and GaAs^ P0  (E - 1.59 eV at 363 K)

using -'n (.62 eV) photons (3). No ednig occ~rs for the higher-gap
material.

........

--- Ef

x=O x=d

Fig. 1. General form of the band edges for a n-type semiconductor with an
unpinned Fermi level.
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However, etching quantum yields can be strongly wavelength dependent
even when the photon energy exceeds the band gap. This is illustrated by
the wavelength-dependence of the quantum yield for Ga(As,P). In Fig. 2, the
band-gap energy as a function of composition for GaAs P at 363 K is
illuscrated. Near y-0.45, the n&cure of the loweat-enli r gap, E change.
from direct to indirect. There is, however, a higher-energy gap 2' which
is direct in nature. The energies of 514.4- and 610-nm photons relative to
these two types of gaps are also shown in Fig. 2 for several Ga(As,P)
compositions whose etching behavior has been examined. While 514.5-nm
photons possess energy well in excess of the direct gap of all these
materials, with an expected a in excess of 10'/cm (9), 610-nm photons lie
below the direct-gap energy of material with y-0.59. For this latter
material, a should be on the order of 103 at 610 nm.

2.50 E l1

514.5 nm
q,2.20

1.4
0

1.60

1.30 ' , . , , ' '
0.0 0.2 0.4 0.6 0.8 1.0
GaAs y GaP

Fig. 2. Band Gaps for GaAs P at 363 K. Data points correspond to
materials shown in Figy3T

The difference in etching quantum yield at these two wavelengths is
illustrated in Fig. 3. Whereas both direct-gap and indirect-gap materials
etch at comparable rates with direct-gap excitation at 2.41 eV (514.5 na),
the quantum yield for indirect-gap excitation of the y-0.59 material is much
lower than that for the direct-gap excitation of the other two materials at
2.03 eV (610 nm). This behavior may be attributed to the smaller fraction
of photogenerated carriers generated in or within a diffusion length of the
field-induced drift region of the semiconductor (x-sd in Fig. 1) with the
lower a; consequently, a smaller fraction of the carriers reach the surface
and the quantum yield is reduced.

Even when direct-gap excitation is employed, a dependence of quantum
yield on wavelength can be observed since the absorption coefficient
continues to increase gradually above the direct-gap energy. This can lead
to a slightly higher quantum yield with higher energy photons, as shown in
Fig. 3, due to the difference in overlap between the regions of significant
carrier generation and the space-charge region. Similar wavelength-
dependent behavior is seen in the wet PC etching of GaAs with UV and visible
light (10,11). However, this effect is generally not observed in PEC
etching (12), since the external field is dominant over the space-charge
field in determining carrier drift to the surface.
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10.0 .. . • ,

Direct Indirect
0 8.0 I T

6.0

4.0

o 2.0 A 514.5nm

0 610n

0 .0 , I ,
0.0 0.2 0.4 0.6 0.8 1.0

GaAs y GaP
Fig. 3. Etching quantum yields for GaAs P at 363 K with 514.5-na and

610-nm photons. Compositions with A.X5 are direct-gap materials;
those with ya0.45 are indirect-gap materials.

The second significant effect of secondary electronic properties is
seen in the selective suppression of carrier-driven etching by alteration of
field-induced drift by applying a bias voltage tc the semiconductor. This
concept is related to the application of an external field in PEC etching;
however, the purpose of applying the field is opposite in the two cases. In
PEC etching, the field is applied to increase the flow of holes to the
semiconductor surface. In this particular approach to PC etching, the field
is applied to selectively decrease the flow of minority carriers to the
surface, permitting doping-level selective etching (13).

In a semiconductor where the Fermi level is not pinned by a high
density of in-gap states, the depth of the space-charge region is
approximated by d-N/Nd. Although the Fermi level is generally pinned for
(100) GaAs in vacuum or air ambients, the Cl atoms employed in our PC
process serve a dual role as both etchant and the means whereby the dominant
surface states are altered to unpin the Fermi level. This effect is seen in
both photoluminescence and photoreflectance spectra of (100) GaAs in a Cl-
atom ambient (7). With an unpinned Fermi level, the depth of the space-
charge region and hence the region of field-induced drift is greater for
lower doping levels and can change in response to an applied voltage. In
addition, the magnitude of the surface potential, 0, in Fig. 1 is smaller in
more heavily doped materials, since -eN a/2 eNd.

When a negative bias is applied to n-GaAs in the presence of a slightly
conducting Cl-a m ambient, the near-surface bending of the bands is
decreased, ther.oy decreasing the depth from which carriers &To swept to the
surface (7). Because the band bending is initially less in n -GaAs than in
n-GaAs, a less-negative applied voltage is required to reduce the depth of
the field region to zero, i.e., to produce the flat-band condition. Under
flat-band conditions, the minority carrier flux to the surface is reduced to
that from diffusion only; this is insufficient +to produce significant
etching in GaAs. Consequently, the etching of n -GaAs can be selectively
shut off relative to the etching of n-CaAs materials differing by less than
a factor of+three in doping level, as shown in Pig. 4 (13). Similarly, the
etching of n - GaAs can be suppressed relative to p-GaAs (13).

A
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The depth profile of the damage produced by 40-keV 11B+ ions in GaAs,
as calculated with the Monte Carlo TRIM code (16), is presented in Fig. 5.
Also shown in Fig. 5 is the carrier-generation profile for the two etching
wavelengths in GaAs at 363 K. It is clear that a larger fraction of the
carriers produced by 607-na photons must travel a greater distance through
the damaged region than with 514.5-nm photons. Consequently, for a given
ion fluence, the relative decrease in atching quantum yield due to damage-
mediated recombination is greater with 607-nm excitation than with 514.5-nm
excitation (Fig. 6), suggesting that a lower total ion fluence may be
required to produce total suppression of etching with the longer wavelength.
However, the same smaller a that enhances the sensitivity to ion damage
also results in a lower total quantum yield. Therefore, attempts to
maximize damage sensitivity by wavelength selection will be limited by
reduction in overall quantum yield. The use of an externally applied field
to sweep carriers to the surface overrides wavelength-related effects in the
PEC process (12).

3

0f

02

I-

J *2.5Xt 0r
-0• 1.5X10' 7

L-)j!2 A 5-5X1017

0
-358.40 -358.30 -358.20 -358.10

BIAS VOLTAGE (V)

Fig. 4. Etching quantum yields as a function of applied bias voltage for
three doping levels of n-GaAs. Voltage dropped in semiconductor is
small fraction of total applied voltage (10).

The utility of implantation-enhanced recombination is dependent on the
dominance of r over T in Eqn. 1. When bulk recombination is
already largecaaruge to la Iurlurity concentrations, the efficacy of
implantation for selective suppression of P or PEC etching is greatly
reduced. The quantum yields for etching V -GaAs (7xl0'$/cm3) are shown in
Fig. 7. The quantum yield of unimplanted n -GaAs is substantially reduced
relative to n-GaAs (lxl01T/cm s) due to the shorter r.
characteristically found in very heavily doped semiconductors. mptill
substantial reduction in quantum yield is seen with 1012 B/cm 2 in lxl01T/cm3
n-GaAs (Fig. 6.), quatum yield reduction is only seen at the 1014/cm2

damage level in the n -GaAs.
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514.5nrm
---607 rum

- Damage

0 .. .

0 100 '200 300
Depth (rm)

Fig. 5. Depth profile of damage from 40-keV 11B+ ions implanted into GaAs
and carrier-generation depth profiles for 607- and 514.5-nm light.

The third significant effect of secondary electronic properties is seen
in the selective suppression of carrier-driven etching resulting from
increased carrier recombination rates. The recombination term in Eqn. 1 can
have several contributing terms; these can be divided into direct and trap-
mediated processes. It is the latter which prove especially anenable to
alteration to produce selective etching. One way to enhance recombination
and thereby reduce the carrier concentration at the surface is through the
deliberate introduction of recombination-mediating defects by ion
implantation. This effect has been shown to be highly effective in
producing total reaction suppression in both PEC (12,14,15) and PC (5,6)
processes.

One can describe the carrier lifetime, r, by Eqn. 2, where T is
determined by the number and type of defects created by ion implanjt!?n and

Vr - is determined by the number and types of recombination-mediating
s~rsent prior to implantation.

I/T- 1/rdamage + I/rimpurity (2)

When a semiconductor is implanted to a sufficiently high fluence,
d will be the dominant recombination term. This term will be a
fUcfn of the distance below the surface, x; the depth profile of
implantation-induced damage will depend on both the ion species and energy.
The peak in the damage profile moves to greater depths with increasing ion
energy and, generally, with decreasing ion mass.

i
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Fig. 6. Wavelength and Lon-fluence dependence of etching quantum yields for

lxlO1 T/cm3 n-GaAs implanted with 40-keV IB ions.
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Fig. 7. Ion-fluence dependene of etching quantum yields for 7x10/cms n-
GaAs with 40-keV "1B ions.
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The interplay of the different terms in Eqn. 1 will vary as the
electronic properties of the specific semiconductor vary and, consequently,
the relative importance of different secondary properties in determining
quantum yield will vary. This is clearly illustrated by the comparison in
quantum yields for moderate- and low-doped GaAs and Ca(As,P) relative to
high purity Si. Both GaAs and GaP are characterized by relatively high bulk
recombination rates and surface recombination velocities (106-106 cm/s in
air). These properties make it essential to create most of the
photogenerated minority carriers relatively near the surface (high a) to
achieve etching quantum yields in the technologically useful range of 10

"  
-

10
-
6 atoms/photon. In contrast, high-purity Si has longer bulk minority

carrier lifetimes and lower surface recombination velocities (10-1000 cm/s
in air). Consequently, carriers generated deeper beneath the surface have a
higher probability of contributing to etching in Si than they have in GaAs.
This is illustrated by the etching of Si by indirect-gap excitation with
quantum yields which are likewise 10 - 10-1 atoms/photon (17).

SUMMARY

The carrier-driven photochemical dry etching of semiconductors depends
on the minority-carrier concentration at the semiconductor surface. This
concentration is determined by the complex interplay of a number of-
semiconductor electronic properties, including depth of photocarrier
generation, carrier loss through bulk and surface recombination, field-
induced drift, and diffusion. The relative importance of some of these
properties can be altered through judicious selection of etching process
conditions. This, in turn, can produce highly selective photochemical
etching to discriminate among chemically similar semiconductor materials.

ACKNOWLEDGEMENTS

The author wishes to acknowledge R. M. Biefeld, L. R. Dawson, and D. R.
Myers for their collaborative efforts and J. L. Dishman for technical
assistance. This work, performed at Sandia National Laboratories, was supported
by the U.S. Department of Energy under Contract DE-ACO4-76DP00789 for the
Office of Basic Energy Sciences.

REFERENCES

1. C. I. H. Ashby, in "Physics of Thin Films," Vol. 13, ed. M. H. Francombe
and J. L. Vossen, Academic Press, New York, 1987. pp. 151-197.

2. C. I. H. Ashby, Appl. Phys. Lett. 4, 892 (1984).

3. C. I. H. Ashby and R. M. Biefeld, Appl. Phys. Lett. 47, 62 (1985).

4. C. I. H. Ashby and R. M. Biefeld, J. Electrochem. Soc., to be published
(1989).

5. C. I. H. Ashby and D. R. Myers, in Laser and Particle-Beam Chemical
Processins for Microelectronics, edited by D. J. Ehrlich, G. S. Higashi,
and K. H. Oprysko, (Mater. Res. Soc. Proc. ]0, Pittsburgh, PA), p. 429-
434.

6. C. I. H. Ashby, D. R. Myers, and F. L. Vook, J. Electrochem. Soc., to be

published, (1989).
7. C. I. H. Ashby, Technical Digest, Conf. Lasers and Electro-optics, 4/26-

5/1/87, Baltimore, MD, p. 300.I ,



278

8. R. A. Smith, Semiconductors. 2nd Ed., Cambridge Univ. Press, New York,
1978, p. 229.

9. J. J. Tietjen and J. A. Amick, J. Electrochem. Soc. 1U., 724 (1966).

10. 0. C. Tisone, and A. W. Johnson, Appi. Phys. Lett. _U 530 (1983).

11. D. V. Podlesnik, H. H. Gilgen, and Rt. M Osgood, Jr., Appl. Phy.. Lett.
4,563 (1964).

12. G. C. Chi, F. W. Ostermayer, Jr., K. D. Cummings, and L. R. Harriott, 3.
Appi. Thy.. §2, 4012 (1986).

13. C. I. H. Ashby. Appi. Phys. Lett. AA 752 (1985).

14. K. D. Cummings, L. R. Marriott, G. C. Chi, and F. W. Ostermayer, Jr.,
Appi. Phys. Lett. Al. 659 (1986).

15. A. Yamamoto and S. Yano, J. Electrochem. Soc. IU, 260 (1975).

16. 3. P. Biersak and L. C. Haggmark, Nudl. Instrum. Meth. IZ4 257 (1980).

17. G. M. Rekaten, U. Holber, and R. M. Osgood, Jr., Appi. Phys. Lett. ~
551 (1986).



279

PHOTOG IUATUD CARIE CONFINMUEDT DURING TH]
LAS-CUTRLLED AQUEUOS ETCHING OF Ga/ACARs MULTIL&YERS

M.N. RUBERTO, A.E. WILLNER, D.V. PODLESNIK, and R.M. OSGOOD, JR.
Microelectronics Sciences Laboratories and the Center for Tele-
communications Research, Columbia University, New York, NY 10027

ABSTRACT

The sensitivity of the laser-controlled aqueous etching to the
optical and electrical properties of semiconductors was utilized
during the etching of n-GaAs/n-AlGaAs multilayers to produce novel
microstructures. Since this process is controlled by the transport
of photogenerated holes to the semiconductor/solution interface,
we found that the morphology of etched features is dependent on
the bandgap and hole diffusion length of each layer within the
heterostructure.

INTRODUCTION

Utilizing the varying properties of III-V layered materials
provides many possibilities for novel fabrication techniques. The
laser-controlled aqueous etching of semiconductors is very
attractive since this process is sensitive to both the electrical
and optical properties of the material. We applied this maskiess,
direct-write technique to the GaAs/AlGaAs system which is the basis
for many electro-optic devices used in optical communication
networks.

In the photochemical etching of bulk n-GaAs, the dissolution
process is controlled precisely by the number of photogenerated
holes at the semiconductor/solution interface [1]. These carriers
initiate a redox reaction that results in the formation of an oxide
which is then soluble in the solution. The transport of
photogenerated holes to the surface and their resultant spatial
distribution will therefore determine the morphology of the etched
structures. In layered structures the same basic etching mechanism
for bulk material is expected to be operable. The chief difference
is that the bandgap discontinuity at the interface between two
layers controls the flow of photogenerated carriers within the
structure. This results in the confinement of these carriers to
various layers within the sample which changes the morphology of
the etched feature relative to what is seen in bulk materials.

EXPERIMENTAL

For our etching experiments, an Art laser operating at 514 nm
was focused onto the semiconductor surface to a spotsize of 3-4 gm.
The cleaved samples were mounted within a quartz cell and immersed
in a solution that produced no dark etching. The laser intensity
of 50 w/cm' used in most of our experiments was well below the level
of significant thermal excitation of both the semiconductor and
solution. By rastering the sample below the fixed laser spot,
features were masklessly engraved onto the semiconductor surface.
The NOCVD-grown heterostructure which was used in the majority of
our experiments consisted of the following layers: 2 gm n-GaAs, 2
Im n-AlGaAs, 2 LU n-GaAs, 2 Lm n-AlGaAs, and 0.15 Im undoped-AlAs
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on an n*-GaAs substrate. The layers were doped to n=10"/cm3 and the
Al concentration in AIGaAs was 30%. The etching solution used was
5% HMO, since this reagent etched both GaAs and AlGaAs under 514
nm illumination.

RESULTS AND DISCUSSION

The lateral confinement of etched features to the micron-
sized laser beam spot is dependent on the hole diffusion length.
To demonstrate this point, we compared the etched profiles of n and
n bulk GaAs. In low doped (n=l0z'/cm

3
) bulk n-GaAs samples with hole

diffusion lengths of 3 pm (2,3], a width of 8.5 gm from the center
of the trench was observed for a 4 pm beam diameter. Similarly in
higher doped (n=10"/c a ) bulk n*-GaAs samples with diffusion lengths
of 1.5 &m (2,3], a trench width of 5 gm was observed. The trench
width dependence on the diffusion length is also seen in a laser-
etched line through an n-GaAs epilayer (n=10'/cmu') on an n -GaAs
substrate. A lateral width of 8 pm from the center of the trench
was observed in the lower doped, higher diffusion length epilayer
in comparison to the 2.5 pm width seen in the substrate with a
lower diffusion length.

In layered structures, an additional effect has to be
accounted for. The bandgap discontinuity at the interface between
two layers may affect the flow of photogenerated carriers. Figure
1 shows a typical cross-section of a laser-etched line using a 4
"& beamspot at 50 W/cm, which revealed that rapid lateral material
removal occurred in the sandwiched n-GaAs layer. The undercut was
bounded vertically by the n-AlGaAs layers and the bottom of the
trench was flat along the AlAs layer. Note that the trench width
in the n-AlGaAs layers are smaller than that of n-GaAs. We estimate
that the hole diffusion lengths for n-GaAs and n-AlGaAs are 14 om
and 2 gm, respectively [4-6].

Fig. 1. Cross-section of a laser-etched line through the

GaAs/AlGaAs heterostructure.
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The effect of the layer interfaces on the etching process
became evident from the temporal evolution of the etched trench,
which was obtained by varying the scan velocity of the laser beam.
Experimental results are shown schematically in Figure 2 for
different etch times. As the beam started etching the top n-GaAs
layer at a rate of 10 pa/min, it engraved a profile similar in
shape to that of the Gaussian beam profile. As soon as etching into
the AlGaAs layer occurred, a faster vertical rate of 18 ILm/min was
observed and the trench profile was more confined to the beamapot.
However, when the third layer (GaAs) was reached, both vertical and
lateral etching occurred with etch rates of 17 and 26 /n/mn,
respectively, resulting in the undercut of the AlGaAs layers to a
lateral width of 10 " from the center of the trench. Finally upon
etching the fourth layer (AlGaAs), the trench width of this layer
was the same as that of layer 2 (AIGaAs), which would be the case
if the etching is material dependent. The etching then stopped at
the AlAs layer.

LA9 R qCAM AREM

6SK 33Sec

/lsec 37sec

17sec 42sec

24sec 4set

Fig. 2. Temporal evolution of the laser-etched trench on the

GaAs/AlGaAs heterostructure.
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Lateral etching is a carrier diffusion phenomena which results
from a spread in the photogenerated hole distribution at the
semiconductor/solution interface due to longer diffusion lengths.
This was seen first on bulk n-GaAs and then on the n/n+-GaAs sample,
as well as the GaAs/AlGaAs heterostructure. To account for the
undercutting in the sandwiched n-GaAs material, photogenerated
holes are confined to this layer by the valence band discontinuity
of 0.4 eV between the GaAs and AlGaAs layers, which constrains the
entire population of holes at the semiconductor/solution interface
to the small GaAs contour exposed to the electrolyte. Therefore,
undercutting occurs only within the sandwiched n-GaAs layer, whose
lateral width is controlled by the hole diffudion length. The
possibility that the lateral etching results from light reflected
off the trench bottom and onto the sidewalls can be excluded since
the lateral etch rate is faster than the vertical etch rate.

To illustrate the effect of the hole diffusion length, 4, the
layer thickness, d, and the vertical confinement of photogenerated
holes from a Gaussian laser beam on the carrier distribution at the
surface of a semiconductor slab with d<4, consider the diffusion
equation which is given in cylindrical coordinates by:

1 AP a~1 ____ -P 2
Dp [ - p + + e o = 0 (1)
P P p p

where Ap(p,z) is the angularly independent excess hole density.
D, and T, are the hole diffusivity and lifetime. a, P., and 4) are the
absorption constant, beam radius, and absorbed photon flux,
respectively. The boundary condition of surface recombination was
used to account for the flow of holes during the etching process
into the uniform layer of etchant solution covering the top of the
slab. The constraint of no diffusion current through the bottom of
the layer provided hole confinement to the slab of thickness d,
i.e.

___p 0 SADP ( 0 ___z I z= =0 (2)az z=O D , az Izfd
P

where S is the surface recombination velocity. Equations (1) and
(2) were numerically solved for Ap(p,z-0), the photogenerated hole
distribution at the slab surface, using a Hankel transform.

Ap(P,0) was varied for different values of L, for a 2 gm n-
GaAs slab for P.-2 p&m as shown in Figure 3(a). The width of this
distribution, and thus the trench width, spreads for larger values
of L4. The layer thickness d was also varied for 4=14 gm and p.-2
gm as shown in Figure 3(b). This revealed that the width of the
distribution increased as the layer thickness decreased, thereby
increasing the degree of carrier confinement, from the bulk (d>>L,)
to the thin layer case (d<4). This trend is also seen
experimentally on the top GaAs layer in Figure 2 by comparing etch
times 6 and 11 s. Not only does this model predict the same trench
width dependence on 14, but it also reveals that increased lateral
etching occurs as the layer becomes thinner.
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Fig. 3(a). The dependence of the (normalized) surface distribution
of photogenerated holes on the diffusion length.
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Fiq. 3(b). The dependence of the (normalized) surface distribution
of photogenereted holes on the layer thickness
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CONCLUSION

We were able to utilize the carrier confining properties of
.G&a/AIGaAs heterostructures to control the direction of etching
within these multilayers. The morphology of laser-etched features
depends on the diffusion length and bandgap of each layer within
the sample. Although our theoretical model neglected the
deformation of the etched surface, lateral etching was accounted
for on the simple premise of the confinement of diffusing minority
carriers. The laser-controlled aqueous etching of the GaAs/AlGaAs
system shown in this paper has been used for the fabrication of
optoelectronic components [7], such as rib waveguides and
directional couplers. In addition, this technique has been applied
to the xaskless fabrication of microcleaved semiconductor facets
by utilizing the structure shown in Fig. 1 [8].
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HIGH RESOLUTION DIRECT- WRITE PHOTOCHEMICAL ETCHING OF InP
USING METHYL IODIDE

K. DUROSE. J.P.L. SUIMMERSGILL, M.R.AYLETT and J. HAIGH
Bitish Telecom Research Laboratories, Martlesham Heath. Ipewich, IP5 7RE. United Kingdom.
"Uncoln Colege, Oxford University, United Kingdom.

ABSTRACT

Photochtemlca etching of InP using a ow frequency doubled A"' laer is evaluated with a view to
the production of optoelectronic device features. The diffuslon-limited resolution of the unmodified
etching process Is discussed and a new method of etching high resolution grooves which utilhses a
native oxide coating is described. Grooves produced In this way have widths comparable to that of the
laser beam.

INTRODUCTION

Increasing interest in InP based opto-electronic Integrated circuitry (OEICs) has led to greater
demands being made of conventional processing techniques such as Ion beam sputtering and wet
chemical etching. For example, In the horizontal Integration scheme II Is deskable to separate the optical
and electronic components of the drcuit by a shallow angled step in the substrate 11.21. The Is currently
made prior to epitaxy by the 'graded atep' method [1.21 of ion beam milling samples which have been pre-
masked with baked pholoreslst. Photoetching offers practical alternative solutions to processing
requirements of this type. The purpose of this work was to evaluate and develop the CH3 1/H2
pholoetching system with a view to generating features of use in OEIC fabrication.

Previous work has demonstrated the ablity of uv photolysed halogenated methanes, for example
CF3 Br [3], CH3Br 13-61 and CH31 (4.6.71 to etch GaAs and InP at temperatures of around 200-3009C.
The reaction produls are mixerhalogenafed and methylated species [1J and since these are all volie
the process Isa dry one which is compatible wlh MOVPE growth. We have used a CH3 1VlH2 nmlure. the
hydrogen being necessary to provide doenc" reduction. Initial work 14,61 demonstratte ftpoductioni
of directly written grooves in InP, tnGaAs, and InGaAsP uhing this reagent in oornunctlon wth an excimer
.ler operating at 249 nm which Is close to the CH3I absorption peak. However, grooves produced in
this way were not of device qualily since they wee roughened am result of beam damage.The pre se nt work Inve stig ate the us e of a ow freque nc'y double d At+ la wr ope rat ing at 25 m In

the production of high quality features In InP using CH3 1/1H2 . A modified process which utils
deliberately oxidlsd surfaces Is also described.

EXPERIMENTAL

Atmosphericpressurselching was wiledosutga partiapresureci 0 trtci CH n H, ad
at substrate temperatures In the range 150-2500C. UV Iluminatln was provided by a Spedra-Pu
2020 At+ lair with 3 8 ninracavly frequency doubler which gave a 257 na output of up to 150rMW
ow. The reactio ell was fited with a sifte woidow and was positioned on a computer controlled x-y
stage having O.ljm, resoltion. Both dh'ed-wrile and pattem projection hniing weta carded c4A using
an optical awrmgemer snil to tha dscibed by Aylel and Haigh (S). In the direct-wris corigumrlon
both single and mulliple scen were used at rates of between 0.3 ad 200p*luu. Clea InP sum wer
Prepared by degresling the samples and then heating thn briefly in the reaction call at 4009C So
remove sace oxides In dtey pior to eching. he IlTen of surface oxides on the drect-writ

ce was also inve@ti90ed. Thermal oxidationo P wafers was caried out In a 20:1 mIxtm ol
N2 '02 at 450-C.

MOL Ag . . wo. w "M. .... Ve -' . d ' - - I,

~+
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RESULTS

Ptviochminal Elelhri of Clean lnP Surfaces

Optimised direct-wrile etching conditions were established under which smooth, clean channels
could be produced at the highest etch rate. The effect of varying the substrate temperature was as
follows -

a) at 150 - 160*C reaction products In the form of a thick oily lookhng filrn developed (maybe
lnl3P(CH3)2 cOn'Plex [9J).

b) at 180*C etching developed cleaner but rougher surfaces.

c) between 210 and 220*C smoother etching waa obtained which was surrounded by a thn halo
of reaction products et a radis of 200 - 300~am. This was removable by heat brifl to 350C
In hydrogen.

d) between 220 and 2500C the etch rate dimninished and cleaner surfaces were observed,
presumably due to faster react an rd product desorpion.

The parallel channel Illustrated In figure 1 were drawn at 220*C using a spot size of approwely
30pzn and a liear soan rate of 0.5"m. Relatively low power doesiies are preferred (600W/cm' in this
case) since high power (eg 6KW/cm' ) worsens the roughness which is visible In the centres of the
channels In the figure. Using low pow densities virtually eliminates t roughness.

Figure 2 shows a depth profil of a 1.3pzm deep channel which was drawn under similar conditions
to those shown in figure 1. Both multiple scanning and the use of slower scan rates enabled these
features to be deepened to several microns or more. An inportarlt aspect of channels produced by the
direct-wrile process le that their overall widihe, which ar In excess of several hundred microns (see
figure 2), are many times greater then that of the Ruiminating beam. This Is caused by the gas phase
diflusion of photolysed species away from their poits of orign (31.

The circular dips In InP Ehistrated in figure 3 were etched by patternprojecting a mask consisting of
circular holes for 15 minuites using a beamn power density of 0.1W/cm'. All other conditions were the
same as those described above for direct-wio letching Clean, smooth features were generated and the
depth profe In figure 4 Indicates a vertical etch rate of epproximately Ilpzwhour. In addition the edges of
the features have undergone considerable broadening which has resulted In shallow step angles.
Indeed pattemn projected straight steps etched In InP under Identical conditions had measured step
angleseof 15 -30-.

DliretWrite Eftdmi of Guirded InP Surfaces

Coating lnP surfaces with thermal oxide prior to photochemical etching enabled grooves to be
etched which had widt which were comparable to that of the laser beam. However, the definition
achieved In the exanples shown in figures Salb and 6 was related to the thermal oxidation time, the
scan rate and the power density. Prolonged thermal treatment (eg 30 mins at 460C) generated a
surface oxide coting which completely resisted attack under thedrectwie etching conditions forInP
described In the previous section. Oxidation for 5 mines under the same conditions yilided surfaces
which "ol be aiched to produce a band of pits using relatively high power doelfies (around 12
Mwie') and low se n aeg 1lim~s). The optinuim oxidation lime was around 1-2 inutes and this
oresponids to an oxide thlikness of about eGA as mesured by ellipsometry. Surfaces with such a
MM s. g wets used I* produce the gooves M~srag In the figures In cor*ncton with a loser scan rate

of 2O0pnmis and beamn power density of 12 km'. Deepening of the grooves, as In figure 6, could be

aeloved by peomrig nuilpisscans, each em 1 icesoig e ethe depth by eproxlmately 0.06
pam wfNhol d gra ding the edge qusb. Indeed thne widh of the line drawn at high scan rates was
ame rates (eg ijamis), dfough the etching was largel confined to the width of the foussed beam

t~we soe broaening h gave rise to funnel sheped channels.
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Figure 1 (lef). A pair of direct-write channels
etched in oxide-free InP. Noimarld nmrgraph.

Figure 2 (below. Depth profie ofa channel s81m~r
to one of those In figure 1. Note the broad overall

E 0.4

.2 II
0 500 1000 1500 2000

Figure 3 (left). Pattern projected dips etched in
InP. Normareild mogiapli.

Figure 4 (below). Depth profile of etched dips
25 AIltrated I figure 3.
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Figure 5arb Dkrec-wit groovee etched i oxide coaled lnP. Normaauldiniorogrephe.

200000104108

d 3eu0e by Iu~e oI Ihor Iao 131 a I Ic eml) Th 1is tpI tepoesI h

Fretg wit Dethe pre. i thde pene mliscn dwectlt rv sed In thise wctCpooled oieldth

c alTshthe subansmrespandsible fo thor drea h It tyiel vofsion acnrduc r ace he nl

phosphous and Indum Iodides (71 and proboly some methylated products i addition. In ase where
each reactive ent which etude the surace and reacts locally with It then the profile of the etched
Wmir Is goerd 1lely by the spatial distibtution of those reactive species at the substrate (31. This I

specie, the o,,r pressuinnthe recion i cal and the presence or absence of any scavengers.
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The wide, genty sloping proffies produced by CH1 on hInP Indicate that reactive species stl. the
substrate up to everal huned microns eiher side of-the contre of the focussed spot. Since the spot
diamnter used inthi ti was measured to be about 30 pm it is apparent t th breadth of the etched
features is not controlled by the qualty of the focus but rather by the mobilty of the reactive species
(methyl radical and excited iodine sarls) which re capable of diffusing in excess of 200pr before
reacting with the substrate.

The relatively long ifetine of photolysis products In the d5e CH312 mixture used In this work is
a result of the absence of gas-phase scavenging which is prevalenT when high methyl halide
concentrations are used. By contrast. in work reported by Ehlch at al. [3 In which neat CH38r was
used at atmospheric pressure to photoetch InP with 257nm radiation, it was estinated that the reactive
species traveled no further than 30pmo. This was thought to be the result of the high probability of gas
phase scavenging reactions Involving Br atoms and intact CH Br molecules. Apparordlyhowever, the
long lifetimes observed In the present work do not preclide he formation of high periodicity (<1pm)
fringes In etched features produced by a slightly delocussed stationary spot; features of this type which
were produced with CH3 Br [31 were readily reproduced by the present authors with CH31. AS Ehrlich at
al. [3] point out this phenomenon Is only possible because reactive species generated close to the
surface will remain locased to a greater extent than those generated at greater distances. Nevertheless
such features will be supedmposd on a much broader, smooth, shalow background and hence direct
written etched features produced using the unmodified process (i.e. as described In this work) can
never be expected to yield micron scale features of device quality. The value of the technique reefs in Its
suitability for the production of shallow angled steps and sloping teatures, such as those which are
currently being used in OEIC fabrication.

The etching behaviour of oxidised InP surfaces differs greatly from that of clean surfaces in that the
use of an optimised thickness of oxide enables a significant degree of contrast enhancement to be
achieved. The properties of thermal oxide which enables this are -

a) the oxide coating Is not degraded significantly by CH31 or Its photolysis products under the
processing conditions In the absence of lser Irradiation.

b) the oxide coating is removed where the focussed las light Interacts with the surface to
reveal clean lnP which is then susceptible to etching by the CH3 1 pholsis Products.

These two properties of the oxide modly the process cheraceritics oxide is stipped my
where uv tigt fato and this llows Iocaleed attack by CH31 radbs and I aton. Since the process woris
best for relatively high las power densities (eg 12KWIcm) it seems Italy that the oxide removal
mechansm Is thermal and takes plice by either reduction or sublination [13j. I this is indeed the case
then thermal Mlucdon would appear to be responsible for the broadening of the grooves which Is
observed at low scan rates. Sub-micron roughness In the bottoms of the channels might also be
alltbutod to damage of the InP surface by the high power density - similar roughness observed in
channels drawn on dean InP surfaces was elinlnaled using reduced beam powers. An Improvement to
the high resolution process would thertore be to ue a high power density direct-tite configuration to
pattern the oxide layer rapidly, followed by the use of low-powsrbroadarea Ilumination to initae the
photolytic etching.

APPUCABIITY TO DEVICE PROCESSING

Features in oploelectronic device structures typically have both wdt and dept of around
several mimns. However, due to the resolution Emit Imposed by gas phase diffusion, the uunodilied
process i Inca; le of producing discrete structures such m waveguldes or neas. Nevertheless both
of thse liunldnellongeometries am capa of pring smooth, geloy sop steps having lop s of
15 - 30". These ar of use in modifying substrates prio to eptay n in the graded step procs [1,21,
although since the direct-write procese Is very slow (O.ufa), " ser device appication will require
them to be me* by peftem proodlon.

Coaling he InP surfaces with thermal oxide prior to photochemical otching Is an Important
modification to the p since i allows high resolution grooves to be drawn having widthsI1

-I.

I/
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conwaml.to thsa fthe tocuased bearni h en mln the process more suiable for the productIon of
dIerel fears. A practical Intation Is that the direct-wditig anid deepening of the grooves described
i this work Iselow. A faster version of the prcees Incorporating a combination of diredtwrie and broad

area hRuination, as deecibed In the previous section, should however be feasile.
A maejor advaintage of dry pholoetching with CH31In hi ydrogen is that since all of the reaction

products are volatile the etching can potentially be carried out I conventional MOYPE ecluoment
withut Intfer~ing with athequsnt epitaxial growth. The use of ki-ati etching techniqtues to avoid
semgl contmrnhimtion between conventional prF ssn stages for exarnple could be a major advantage
I device fabication.
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LASER-INDUCED ATOMIC CHLORINE ETCHING OF SILICON

G.V. TREYZ, R. SCARmOZZINO, H.H. BURKE and R.N. OSGOOD, JR.,
Microelectronics Sciences Laboratories,
Columbia University, New York, NY 10027

ABSTRACT

UV laser photolysis of chlorine (A = 350-360 na) has been
used to produce a microscopic atomic chlorine source. Crystalline
silicon has been etched and deep, through-wafer vias have been
fabricated. The etching process has been modeled and both
theoretical and experimental results are given.

INTRODUCTION

Laser processing of semiconductors is of interest because
unique features can be obtained that are difficult or impossible
to fabricate using conventional techniques. Laser photolysis of
C12 by a cw-laser can be used to etch smooth vertical features in
crystalline silicon without using a multistep photomasking
procedure. Previously, the etching of silicon by laser photolysis
of chlorine has been studied in the low-power cw[lJ and pulsed[2]
regimes. In this work, we examine silicon etching by laser
photodissociated molecular chlorine using a high-power cw laser
source operating at wavelengths (350-360 nm) near the chlorine
absorption peak at 330 nm. We show that this photolysis scheme
produces a microscopic source of chlorine atoms which can be used
to produce localized etching of a silicon substrate. As a
particular example we have demonstrated the etching of smooth via
holes in a silicon wafer. Due to the local nature of the Cl-atom
source, etching only occurs in the interior of the via into which
the laser beam is directed. Since the process is driven by a
photolytic mechanism, etching occurs at low temperature and the
thermal damage to the surrounding silicon is avoided.

EXPERIMET

In these experiments crystalline silicon, typically n-type,
4-6 ohm-cm resistivity, and (100)-orientation, was etched in a
chlorine ambient (0-600 Torr). The samples were cleaned with a
standard RCA cleaning process before loading into a vacuum
chamber. The etching chamber consisted of a nickel-plated,
stainless-steel cell with a fused-silica window. The chamber was
evacuated to < 10 mTorr before filling with chlorine. The
350-360 nm lines of an Ar+  laser were focused with a
UV-transmitting microscope objective to a spot size of 1.5 &m

Na ht " PN. VOL is - u u
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(FUNK) at the sample surface. The sample was located 3 mm below
the lower surface of the window.

RESULTS AND DISCUSSION

The focused bean photodissociated chlorine into reactive
atomic chlorine, which diffused to the sample and spontaneously
etched the silicon surface. Initially, the focused bean produces
a temperature rise of u 100 *C on the silicon surface (estimated
using the formulas given in [3]). However, as the etched structure
becomes enlarged the laser spot size on the surface increases due
to the beam divergence. Because the maximum laser-induced
temperature rise varies inversely with the spot size, the
temperature rise drops off rapidly as the structure becomes
larger. The maximum temperature rise of the substrate has been
calculated to be w 15 'C for the structures studied here.
Therefore, thermal contributions to the etch rate can be neglected
because it has been previously shown[4] that a substantial
temperature increase (> 1000 "C) and phase change are necessary
for a substantial heat-driven etch rate.

The profile of the etched features changed with the length
of exposure time. For short etching times, the features were
characterized by clear crystallographic planes (Figure la). At
longer times, the etched feature increased in size, and the
straight edges of the square pattern as seen along the wafer axis
were replaced by increasingly curved sides until finally a
perfectly rounded perimeter was observed (Figure lb). For long
etch times, cylindrical through wafer vias were formed. Note that
the tapering near the bottom of the via in Figure lb is probably
due to the spreading of the laser beam, which is focused at the
top of the sample, and diverges near the bottom to a diameter
comparable to that of the via.

To characterize the etching process as a function of laser
etching parameters, we studied the development of etched via holes
as a function of etch time, laser power, and chlorine pressure.
For example, as seen in Figure 2a, the etched via area, as
measured at the surface, increased linearly with time (the solid
lines in Figures 2a-c are based on the model given below). A
similar behavior was also seen for the depth of the vias. This
linear dependence persisted over a large range of etch times and
laser powers, showing that via area is a good indicator of the
etch rate for this Cl/Si system. Figure 2b shows that via area was
also found to be linearly dependent on incident laser power. In
contrast, a plot of via area vs. chlorine pressure displayed a
more complex dependence (see Figure 2c). For low pressures, via
area increased roughly linearly with pressure, while at higher
pressures the via area saturated.

To explain the data exhibited in Figures 2a-c, and to
understand more fully the reaction physics, a model has been
developed that contains the key features of the etching process.
In order to obtain an analytical solution, we assumed the

I
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simplified via geometry shown in the inset to Figure 2c. Atomic
chlorine is generated in the beau path by the following
photodissociation process which has a peak in cross section near
our laser wavelength[5]:

C12 + hv - 2 Cl (1)

The Cl atoms created in the beam diffuse radially, to the silicon
surface. We have estimated the loss of Cl due to gas-phase
recombination to be a subdominant effect for our relatively low
pressure conditions. At the surface Cl atoms may react with and
etch the silicon, or may recombine to form Cl 2 . We will assume
both the etch rate and the recombination rate to be linearly
proportional to the incident Cl particle flux at the surface.
However it can be shown that our model is independent of the order
of these reactions, provided that the order is the same for both
etching and recombination. The ratio of the etch rate to the
recombination rate is the one free parameter in our model.

In order to calculate the concentration of Cl at the etching
surface, the generation of Cl atoms in the beam was calculated.
Absorption by C12 , for the pressures studied here, was small
enough that the chlorine ambient could be considered to be
optically thin in the region of the via (1/a 0 4.5 mm at Pc12 =
400 Torr,[6] wafer thickness 0 0.2 mm). Thus, the source so
becoves:

aPs
so 2 - (2)

where PS is the calculated laser power at the sample surf ce,
a(Pc12) is the C12 absorption coefficient (alcm- ]

5.5xl'G0PC12ETorr3,[63) and hv is the energy per photon (hu w,
3.5 eV for x - 350-360 nu). In the steady state, the continuity
equation (V.J - 0) implies that the net flux of Cl to the surface
at radius R is Jsurf-s0/2R. This flux is balanced by the etching
and recombination processes at the sample surface:

Jsurf - Jetch + Jrec (3)

Jetch - uignpS/4 (4a)

Jrec - 07rnRV/4 (4b)

where s,. and nr are the reaction efficiencies for etching and
recombination, respectively, V is the Cl atom thermal velocity,
and nR is the Cl atom density at the via surface. The flux Jetch
etches the surface via the net reaction[7]:

Si + 2 Cl SiC12  (5)

i
I

------------------------------ mm -........... -
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50t M

Figre . () Sannng lecronMicroscope (SEN) micrograph showingcrystallographic dependence of etched via in silicon. The sample was (100)
silicon cleaved parallel to the (110)-plane. Laser power as 0. 08 W.
Chlorine pressure was 400 Torr. Etch time was 1000 a. (b) fiN wmicrograph
showing via morphology for high-power, long-etch-time regime. Laser power PL
wasn 0.48 W. Chlorine pressure was 500 Torr. Etch time was 600 a.
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Figure 2. (a) Etched via area vs. etch time. Chlorine pressure was 400 Torr.
Mb Etched via area vs. laser power. Chlorine pressure was 400 Torr. Etch
time was 500 a. In (a) and (b) the laser power PL at the vacuum chamber was
16% of the indicated laser power. (c) Etched via area vs. chlorine pressure.
Laer power P was 0.08 W. Etch time wes 500 s. Solid lines in (a-c) are
model predicthios. Thes inset shows a schematic diagram of the simplified
geometry used in the theoretical model. The via is represented as a cylinder,
of radius Rt. The source is a cylinde.r in the center of the via.

--- ------.-------
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increasing the via radius at a rate:

dR/dt Jetch/Nsi (6)

Combining (l)-(6) and integrating the resulting equation for R(t)
yields the following expression for via area:

17e OPLeXp(-Gl)
rR2 = t (7)

17r+F e hv NSi

where R is the via radius, t is the etch time, PL is the laser
power incident on the vacuum chamber, and 1 is the distance
between the window and the sample surface (3 mm). The dependence
on chlorine pressure is through a, which is proportional to PC12.
The ratio qe/,r, the only adjustable parameter in the model, was
found to be 0.011.

The experimental data plotted in Figures 2a-c are in good
agreement with this mathematical model. Because of the linear
dependence of the via area on t and PL as shown in Eq. 7, the
model predicts the observed linear dependence of the etched via
area on etch time and laser power. The saturation that is observed
in the etch rate at higher pressures is shown by the model to be
explainable by absorption of the laser power in the space above
the sample.

Finally, we have recently begun applying this UV laser
etching technique to the fabrication of practical device
structures. Although we could not routinely operate at high laser
powers for the UV wavelengths reported here, smooth, cylindrical
vias were etched through a 250 pm thick wafer in less than 5 min
at a power of 0.8 W. These vias have been employed in the
fabrication of a novel low-loss fiber-optic tap[s). In that work,
laser etched vias were shown to have good electrical properties
and to be ideally suited to the insertion of optical fibers due
to the matching cylindrical geometry and similar aspect-ratio.
With even higher power (4 W), multiline (458-514 nm) operation,
through-wafer vias could be etched in silicon in under a minute
using a combination of the present photolytic process, and a
melt-enhanced reaction studied earlier[4].

In conclusion, we have demonstrated the etching of silicon
using a photolytically generated source of atomic chlorine. The
process has been used to form smooth through-wafer vies in
silicon, and may be useful in other applications requiring a
microscopic source of chlorine atoms. A model has been presented
that describes the etching process as a function of etching time,
laser power, and chlorine pressure, and which yields excellent
agreement with experimental data.

The authors would like to thank R. Beach for his help in the
early stages of this work, as well as J. O'Neill for helpful
discussions regarding the possible chemical reaction mechanisms.
This work was supported by the Semiconductor Research Corporation.
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ANGLE RESOLVED TIME-OF-FLIGHT MEASUREMENTS OF THE EXCIMER
LASER INDUCED ETCHING OF SILICON IN A CHLORINE ENVIRONMENT

T.S. Bailer, J. van Zwoi, S.T. de Zwart, G.N.A. van Veen, H. Fell and J. Dieleman
Philips Research Laboratories, PO. BOX 80.000, 5600 JA Eindhoven, The Netherlands

ABSTRACT

SI (100) samples have been irradiated with excimer laser pulses O. = 308nm,
pulsewidth -28ns) in a low pressure chlorine environment, at a fluence just enough
to melt the surface. Time-of-flight spectra of the particles desorbed due to the la-
ser irradiation have been measured as a function of effective chlorine pressure and
desorption angle. Maxwell- Boltzmann distributions have been used to fit the mea-
surements. The mean kinetic energy per particle increases with increasing chlorine
pressure. Angular distributions of the desorbed particles are found to be cosine like
at a chlorine coverage much less than a monolayer and sharply peaked along the
surface normal at coverages on the order of a monolayer. Monte-Carlo simulations
of the desorption process show that due to collisions between the desorbed parti-
cles the change in angular distribution can be explained. The increase in mean ener-
gy with increasing chlorine coverage however cannot be explained by gas phase col-
lisions. A possible desorption process is suggested.

INTRODUCTION

In the past decade the search for new dry etching methods especially in the
microelectronics industry has initiated research in the field of laser assisted pro-
cessing. Much work has been presented on the etching of metals and semiconduc-
tors under UHV conditions by nanosecond or picosecond laser pulses [1]. Also cw
laser etching of semiconductors in the presence of reactive gases at relatively high
pressures has been studied extensively (2]. However, the etching with the assistance
of short pulse lasers in combination with low reactive gas pressures is a fairly new
field of interest. The selective adsorption of the etching gas and the reduced effect
of diffusion of gas-phase reactants will possibly lead to higher selectivity and high
anisotropy. Also from a fundamental point of view it would be interesting to know
which procesies occur under these desorption conditions. In a foregoing paper the
time-of-flight (TOF) distributions of the excimer laser enhanced etching of silicon
at low chlorine pressures have been presented [3]. In this paper the results will be
extended with measurements of the angular dependence of the desorption flux
and the energy distributions. The importance of angular dependent measurements
will be shown with the help of preliminary results of Monte-Carlo simulations of
the desorption process.

EXPERIMENTAL

4 The experimental set-up used has been described earlier (4]. The main differ-

uL &W 5. *FEW. Pu VOL. 1m M s ftewh 5.d.1t
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ences are that the Ion source is replaced by an excimer laser and the pseudo-ran-
dom chopper facility is replaced by a pulse-and-wait detection system. In this paper
only the most important technical aspects are given. A Si (100) sample is placed in
the center of a UHV chamber with a base pressure of 1.10 - 9 mbar. Before mounting,
the samples are cleaned using a HF dip method. The effectiveness of the cleaning
procedure has been studied separately by Auger measurements IS]. It has been
shown that after cleaning only a fraction of a monolayer oxide is present at the
surface. In the time between cleaning and mounting an oxide layer with a maximum
thickness of 6A will grow. During the experiments the sample has been directly
exposed to chlorine which flows through a capillary. Experiments have shown that
the exposure obtained in this way is J4 times higher than the measured background
pressure. This factor has been taken into account in the results presented below. In
the experiments effective chlorine pressures between .0 - 8 and 1.10 - 5 mbar are
used. As a light source an excimer laser is used with a pulse width of 28ns ope- 4
rating at a wavelength of 308 nm. All the experiments are performed at a laser
power density just enough to melt the silicon. This is checked by probing the re-
flectivity of the surface during irradiation with a frequency stabilized HeNe laser.
The angle of incidence of the excimer laser is 57.S and its spot size is a few mm 2

Repetition frequencies between I and 80 Hz are used.
In the UHV chamber a differentially pumped quadrupole mass spectrometer

equipped with an electron impact ionizer can be rotated around the midpoint of the
sample. The detection angle is defined as the angle with respect to the surface
normal. The distance between the ionizer and the sample is 300mm. The entrance
angle is large enough that at alldetection angles the whole sample can be viewed.
Neutral particles, desorbed in a short time, are counted as a function of time after
the pulse. The signals o a series of pulses, are accumulated in a multi channel sca-
ler with a time resolution of S microseconds.

RESULTS

From the mass distribution, given in a foregoing paper (3], it can be seen
that in the system studied the main etch product using 308 nm is SiCI. Only a
minor fraction of SiCI2 and SiCI3.4 has been detected.

In this study TOF spectra are measured at the mass of SiCI at S different
effective chlorine pressures and 6 detection angles. The effective chlorine exposure
between the laser pulses is varied by changing the repetition frequency of the laser
or the gas pressure. All the measured TOF spectra are fitted with a Maxwell-
Boltzmann (MB) distribution with the temperature as fit parameter. The tempera-
tures found under the different conditions are summarized in figure 1. At low Cl 2
exposures the temperature found in the fit is only slightly dependent on the detec-
tion angle. At higher exposures the temperature found at a small detection angle
increases drastically, whereas at a large detection angle the temperature decreases
only slightly.

To calculate the flux of desorbed particles as a function of chlorine exposure
the measured TOF flux distributions are Integrated. In figure 2 these integrals are
plotted as a function of detection angle and chlorine pressure. At low chlorine
exposure the angular distribution resembles almost a cosine distribution whereas at
-high exposure the distribution is sharply peaked along the surface normal. The

iI
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Figure I Temperatures found in Maxwell-Boltzmann fits of the measured TOF dis-
tributions, as a function of chlorine exposure and detection angle.

combination of the data from figures I and 2 shows an increase of mean energy per
particle with increasing exposure. In figure 3 the relative change in mean energy per
particle is plotted versus the effective C12 pressure. The values are calculated by
weighing the mean energy at each detection direction, obtained by the MB fit, by
the flux of particles in that direction., The flux in each direction is corrected for
the sin(0) dependence of the measured flux.

Angular distributions at mass 98 (SICI2 ) are measured at four of the cove-
rages ised for SICI as well. These angular distributions resemble in all cases the
distributions of the SICI measurements at the same conditions. Because of the
small signal at mass 98, TOF spectra at this mass are only measured at zero de-
grees detection angle as a function of chlorine exposure. In the Maxwell-Boltzmann
fits temperatures have been found which are comparable to the values found for
SICI under the same etch conditions. In figure 4 the relative desorption flux as
function of Cl2 pressure Is plotted for SICI and SICI2 . The data for the latter one
we obtained using the angular distributions found for SICI and the relative fluxes
measured at zero degrees. The desorption of SiCI is linearly dependent on chlorine

low 4
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Figure 2 Measured flux as a function of chlorine exposure and detection angle.

exposure whereas the desorption of SiCl 2 is almost independent of exposure. Satu-
ration takes place above an effective chlorine pressure of about 1.10 - 6 mbar.

DISCUSSION

The adsorption of Cl 2 on Si has been studied in detail In the past [6]
Chlorine dissociatively adsorbs on the silicon up to one monolayer with a high
sticking probability, after which the sticking probability drops drastically. At the
chlorine pressures used in our experiments a maximum coverage of one monolayer
Cl atoms will be obtained after an exposure of about 16 Langmuir (IL= 1.10

- 6 Tor".
sl The saturation behaviour in figure 4 is in reasonable agreement with this. From
the linear increase of the etch yield with chlorine pressure it can be inferred that
all or almost all of the chlorine is removed in each pulse. During etching no etch
time dependent effects are found in contrast to similar experiments on copper pu-
blished earlier (7]. The most Important results are the peaking of the desorbed
particle flux and the increase of the mean energy per particle with increase of
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Figure 3 Mean energy per particle as a Fig.4 Desorption flux integrated over
function of effective chlorine pressure. the whole angular distribution as a
Repetition frequency is 4 Hz. function of effective Cl 2 pressure for

SiCI and SiCI2 . Repetition frequency
is 4 Hz.

chlorine exposure of the sample. How can these results be explained?. Cowin et
al. [8] suggested that during fast desorption of particles from a surface, collisions
between these particles would occur just above the surface. Recently Noorbatcha et
al. (9] calculated with a Monte-Carlo method that these collisions indeed should
take place in the laser desorption of D2 from tungsten and NO from LiF. We per-
formed the same kind of calculations for the desorption of SiCI from silicon. Re-
suits from these calculations will be presented in a forthcoming paper [10). Preli-
minary results show that collisions between the desorbed molecules give rise to 4
peaking of the flux along the surface normal if per laser pulse a whole monolayer
is desorbed. The mean temperature of the particles along the surface normal in-
creases only a few hundred degrees above the desorption temperature whereas the
temperature at large angles decreases much more. This is of course plausible be-
cause in this kind of simulation the mean energy per particle is preserved. Neither
heating nor cooling of internal degrees of freedom are taken into account. This
seems reasonable because measurements of the internal excitation of the SICI mo-
lecules in a similar etching system indicated that the molecules werenotsufficiently
internally cooled to explain the increase in translational energy [Ill. From the num-
ber of collisions between the desorbed particles and the knowledge that only a few
collisions between particles with different kinetic energy and mass are enough to
share the kinetic energy it can be understood why under equal conditions but dif-
ferent masses, MB distributions are found at similar temperatures.

To explain the change of the mean energy per particle with changing chlorine
exposure, yet another mechanism has to be Included. A possible mechanism is the
photo-dissociation of desorbed SICI or SICI2 molecules. In this case the photon
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energy minus the dissociation energy would be shared by collisions. However, even
at the lowest chlorine coverages used, in which case no collisions can take place,
no Increase In SIC12 flux 18 found. Also neither fast SICI molecules nor Cl atoms
have been detected. Although gas phase absorption cannot be excluded before-
hand, more optical measurements have to be performed to be sure, It seems that
these will not lead to the very high kinetic energies.

*Electronic effects at the surface are other ways to Increase the kinetic ener-
gy. [ifferent electronic mechanisms for the the desorption of fast particles from
laser-irradiated surfaces have been suggested in the literature (12,13]. In none of
these theories has the concentration of adsorbates been taken into account. It may
be suggested that because of a decrease of the work function of the surface due to
the chlorine at the surface the emission of electrons and ions is changed. If ionized
SiCI particles will be repelled out of the surface and afterwards neutralized by the
electrons, relatively fast neutral SICI particles will be created. The possible charac-
teristic energy distribution will be lost by collision effects. At the moment, it Is
not clear if such a model is reasonable. More detailed experiments have to be done
concerning other aspects of the etching system ( e.g. thermal radiation of the sur-
face, electron and ion yield) to obtain more indications for the correctness of this
explanation.

In conclusion, it can be stated that angular resolved measurements are ne-
cessary when TOF measurements are used to study fast desorption processes. With
the results of Monte Carlo calculations, the angular dependence of the measured
distributions can be explained. The increase in nean energy with increasing chlorine
coverage suggests that additional effects have to be taken into account to un-
derstand the processes that take place at the surface during particle mission.
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PHOTODISSOCIATION OF CHLORINE ON A COOLED SILICON WAFER

MASAHIRO KAWASAKI. HIROYASU SATO* and NOBUYUKI NISHI'*
Research Institute of Applied Electricity, Hokkaido University. Sapporo 060. Japan
* Chemistry Department of Resources. Mi'e University, Tsu 514. Japan
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Laser irradiation at 193 nm of multilayered C12 on an Si wafer cooled to 100 K
leads to both photodissociation of Cl, and formation of photoetching products.

1. Introduction

Reduction of side etching has been studied to create small lines and holes for
highly integrated devices. Wafer temperature control during dry etching provides an
excellent possibility of allowing device processing at the namometer level[]].
Laser surface chemistry on a cryosubstrate will provide basic information for this
new method of surface processing. Photodissociation of monolayers on substrates has
been reported by some groups[2-4]. They havemeasured the translational energy
distribution of photofragments ejected from the substrate in photodissociation of
CH.Br[2.31. H2S[41, and trimethylaluminum[5], and report that the fragments have
low translational energy components. This result is similar to that reported in
photo-desorption of molecules from surfaces[61. We have intended to study UV
laser photodissociation of chlorine molecules on silicon substrates in order to
understand the radical behavior on the substrate for etching processes[7].

2. EXPERIMENTAL

The substrate (an Si wafer or a quartz plate) was cooled to 100 K. on which
sample molecules were deposited through a stainless capillary until sample
molecules formed solid on the substrate. An excimer laser (pulse width -10 ns)
was used to irradiate the substrate at glancing incidence ( 800 to the normal).
The laser wavelengths used were 193. 248 and 351.1 or 353.1 nm. The laser energy
fluence was 10 mJ/cm'. The molecules and radicals ejected from the surface were
detected by a quadrupole mass spectrometer equipped with an electron bombardment
ionizer as shown in Fig. 1. Signals were accumulated as a function of time after
laser pulses. The time-of-flight (TOF) signals were converted to a translational
energy distribution using a suitable Jacobian factor[8]. An n-type Si (100) wafer
was used after doping with P+ ions. The dose rate was 3 x10'0 cm 2, and p awas
19 Q/ 0 . Undoped Si (1ll) wafers were also used.

3. RESULTS AND DISCUSSION

a) Effect of thickness of Cl multilayers on TOF distributions of photoproducts

When Clt deposited on the Si wafer was irradiated at 193 nm. CI atoms were
detected as one of the photoproducts. The TOF distributions for thin- and thick-
depositions of Cl on the substrate are contrasted in Fig. 2. The TOF distribution
is bimodal for the thin-deposition case. The low-energy component appeared only in
photodissociation of the thin-deposited Cl2 , since CI atoms photogenerated on the
substrate surface are decelerated by strong interaction between the atoms and the
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surface.
The high-energy component of Cl atoms observed in Fig. 2 is considered to be

formed by photodissociation of the Clh molecules on the top molecular layer of the
multilayered Cl2. Similar dependence of kinetic energies on the surface coverage was
reported for photodissociation of CH212 on A1203 and Al surfaces with a pulsed 308
nm laser[9].

Cl atoms photo-generated on the Si surface may result in generation of etching
products for the thin-deposition case.

Cl + Si (substrate) - SiCl
2 Cl + Si (substrate) - SiCI2

Mass analysis gave signals at m/e = 63 (SiCl+ ) and 98 (SiCl2
+ ) but not at 133

(SiCh3+ ) nor 168 (SiCl4+ ) . The TOP distributions of these products consist
only of the low-energy component as shown in Fig. 3. Sanders et al. IllJ investigated
the products of ion-bombardment-induced reaction of Clz with Si surfaces at
temperature of 300 K. SiCI. and SiCl2 radicals and Cl atoms are preferentially
emitted. These observations resemble the Si etching with both XeF2 and Ar +. that
is. SiF and SiF2 are preferentially generated[i01. CI(F) produced on an Si
substrate results in the formation of SiCI(SiF) and SiCI2(SiF 2) molecules.

b) Translational energy of photoproducts

The fast moving photofragments from solid Cl2 (Fig. 2(b)) have a rather large
width, compared with that of gas-phase photodissociation. The full width at half
maximum was as wide as 100 us. The energy partition among solid parent molecules
makes the width of the TOP spectrum larger than that of gas-phase photodissociation.
This wide distribution reflects energy flow among the oscillators in the Cl2 solid.

Based on phase space theory, the number of effective modes may be estimated by
using the following equation for the translational energy distribution.

P(UT) ET ,12 Q.~,, - E,_ ) I I l

where s is the number of modes over which the vibrational energy is distributed
among the multilayer of Clz molecules. Figure 4 shows the simulated and
experimental spectra for the Cl fragment obtained at 193 nm. The number of
effective oscillators (s) is between 6 -9 for this case, that is, the vibrational
energy is relaxed among the lattice modes of the Cl2 solid with this effective
number of the oscillator modes.

c) Formtion of etching products

By irradiation at 193 and 248 nm. SiCl and a small amount of SiClz were
detected as photoproducts. Neither SiCl3 nor SiCI, were detected in the present
experiment. When SiCI4 solid was irradiated at 193 nm, CI atoms were detected as
primary photoproducts but SiCI and SiCl2 were not . This result suggests that in
the photodissociation of Cl2 on the Si wafer, SiCI and SiCI2 are produced by
reaction of C! atoms with the Si wafer and not by the secondary photodissociation
of SiCM, on the substrate. It is reported that SiCI and SiCI are detected by mass
spectrometry in an ion-assisted Cl atomic reaction with an Si wafer[Ill. F atomic
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reaction produces SiF 2 that has been detected by the laser-induced-fluorescence
technique(12]. SiF 2 radicals on the Si surface has been proposed in the interaction
between the vibrationally excited SF6 molecules with silicon[ll. Photogenerated Cl
atoms may have kinetic energies up to 25. 58 or 91 kcal/mol in the photo-
dissosiation at 351. 248 or 193nm. respectively.

Since the reaction of Cl atoms with an Si substrate to form SiCI or SiCl2 is
endo- and exo- thermic. respectively, hot Cl atoms initiate the reactions by
attacking the substrate to form these products.

Si(solid) + Cl -- SiC! AH = 1 kcal/mol
SiCI + Cl - SiCl2  A H = -80 kcal/mol
Si(Solid) + C12 - SiCl 2  AlH = -21 kcal/mol

The relaxation of energy is so fast on the substrate surface that the
photodesorbed SiCl and SiCl2 have the Maxwell- Boltzmann kinetic energy

distributions. The average E r value is 1.O-l.2 kcal/mol. Since desorbed SiCI and
SiCl 2 are produced on the substrate surface by reactions of the Cl atoms with the
top atomic layers of the Si wafer. their kinetic energy is as low as that of the Cl
atoms desorbed from the substrate surface.

d) Effect of substrates on photodissociation of C12

The signals of Cl atoms were observed for two different kinds of substrates: an
Si wafer and a quartz plate. The results at 193 nm for both substrates are
contrasted in Fig. 5. On the Si wafer.the signal intensity was larger than on the
quartz plate. Since Cl2 gas has a weak absorption cross section at this wavelength.
some enhancement must occur on the Si wafer. This enhancement may be caused by
energy transfer from the Si substrate excited electronically by the laser photons.
The absorbance of an Si substrate is as large as 106 cm 1. The underlying Si wafer
can absorb UV photons quite well and thus electronically excites the C12 molecules
on the Si substrate.

C12/substrate + hi, -- C12/substrate* - 2 Cl

where substrate* denotes the electronically excited Si substrate by UV photon
absorption. The substrate excitation has been observed experimentally[13]. The
etch rates achieved with the laser excitation of the solid surfaces are always
higher than those obtained by the excitation of the gas phase alone.
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ABSTRACT

We have investigated the reactions of neutral fluorocarbon fragments,
generated by laser photolysis of suitable precursors, with single-crystal
silicon and thermally deposited silicon oxide surfaces CF3 free radicals are
generated by infrared multiple-photon dissociation of CF 6. While CF3 under-
goes dissociative chemisorption on Si, it adsorbs very little on annealed
S10 2 surfaces, and even on ion-damaged oxide surfaces, CF3 adsorbs but does
not undergo transfer of fluorine from the fluorocarbon to surface silicon
atoms. CF2 , produced by excimer-laser photolysis of C2F4 , is adsorbed on S10 2
surfaces. As with CF3 , no transfer of fluorine from carbon to silicon is
observed, even after argon-ion sputtering or ultraviolet irradiation of the
surface. These measurements have been extended to W F; this species chemisorbs
and dissociates on a silicon surface, but even a monolayer of oxide is
sufficient to block this process. A simple model based on the relative
strengths of C-F, N-F, Si-F, Si-C, Si-O, and Si-N bonds appears to account for
the observed behavior of CF3 , CF2, and F3 species on silicon and silicon oxide
surfaces. In other cases, however, a barrier appears to be implicated in the
chemisorption process.

INTRODUCTION

The reactions of neutral fluorine-containing free radicals and molecules
at semiconducting and insulating surfaces constitute an important aspect of
plasma-assisted reactive etching processes for these materials. However, elu-
cidating the details of such reactions in the complex plasma environment is
difficult, if not impossible, due to the presence of ions, electrons, and high-
energy (vacuum-u.v.) radiation along with the reactive neutral species in the
plasma. In a recent series of publications [1-8), we have reported investi-
gations of the reactions occurring at silicon and silicon oxide surfaces in
the presence of fluorocarbon free radicals (CF3 and CF2 ) produced by gas-phase
laser-driven photodissociatlon of suitable precursor molecules, as well as ofreactive fluorinating species such as XeF 2 and NF3. In this report, we summar-
Ize the results of those investigations, and discuss a simple model based on
the relative energies of chemical bonds being formed and broken at the react-ing surface, which can account for much of the observed behavior.

EXPERIMENTAL RESULTS

The measurements are carried out in a two-stage UIV chamber as described
in earlier publications (2,6,9]. In the upper part of the apparatus, samples
of single-crystal silicon (previously sputter-cleaned and annealed) or of ther-
mally grown silicon oxide may be exposed to fluorinating agents such as XeF 2(PCR, Inc.) or F3 (Air Products) at pressures between 10-' and 10-4 Torr.
Fluorocarbon free radicals are produced above the sample surfaces by photolysis
using an appropriate laser source [81: the 9R(30) C02 laser line at 1084.64
cm-1 to generate CF3 from C2F6 [2, 6], or the ArF excimer laser emission at
193 nm tO generate CF2 from C2F4 [7]. The laser beams are admitted to the
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vacuum chamber through differentially pumped windows of the appropriate optical
material (ZnSe for the CO2 laser, S-UV quartz for the excimer laser).

Following exposure and/or irradiation, the samples are transfered into
the lower UHV chamber for analysis. The principal method used is XPS with the
MgK, line; thermal desorption spectrometry is also employed to identify
species desorbing from the surfaces following exposure.

Both CF3 and CF2 undergo dissociative chemisorption on silicon surfaces
[2,6,7). NF3 has also been found to adsorb and dissociate on silicon surfaces,
with formation of the nitride [10]. On thermally grown silicon oxide surfaces,
neither CF3 [6), XeF 2 [51, nor F3 [10) are found to undergo chemisorption,
unless the oxide layer has been damaged by argon-ion bombardment. There is up-
take of CF2, however, on the undamaged oxide surface [7]. In no instance do we
observe transfer of fluorine from species chemisorbed on silicon oxide surfaces
such as occurs readily in the case of XeF 2 [4), CF3 [2, 6], CF2 [7], and NF3
[10] on silicon surfaces.

DISCUSSION

The observed behavior of the fluorocarbon radicals and other fluorine-
containing species on silicon and silicon oxide surfaces can be understood in
terms of a simple model based on the net thermodynamic energy changes associat-
ed with bonds made and broken at the surface [8, 11]. The single-bond energies
used in these calculations, which are given in Table 1, are taken from standard
tables and reference works [12,13].

Table I.

Single-Bond Energies (kJ mole "1 ) Notes

Si-O 430 (a)

Si-F 550 (b,c,d)

Si-Si 180d,e
, 330c

C-F 460 (cd)

Si-C 300 (f,d)

Xe-F 17 (c)

0-F 200 (g)

C-O 270 (c)

N-F 340(c), 270(d)

Si-N 439 (c)

IFrom value of 4.5 eV, Reference [11].bFrom value of 5.6 eV, Reference C11).
cFrm Reference [12).
dfrom Reference [13).
eFrom value of 1.9 eV, Reference [111.
fAverage of C-C and Si-Si single-bond energies, from Reference [12).
gAverage of values from References [12] and [13].
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All of the species studied (CF3 , CF2 , XeF 2, and NF3 ) readily react with
the "dangling bonds" on the silicon surface to produce a fluorine-containing
overlayer. In each instance, fluorine transfer from the donor species to sil-
icon is an exothermic process, and proceeds spontaneously with room-temperature
samples. The remaining C and N atoms are incorporated into the surface, as
carbide or nitride, respectively; in the case of XeF 2 , the Xe atom desorbs
except at very low temperatures [14]. On an oxide surface, however, there is
little or no uptake of CF3 , XeF 2, or NF3; in the case of NF3 , even the native
oxide monolayer appears to be sufficient to block chemisorption [10]. Adsorp-
tion on an oxide surface would require breaking pre-existing Si-O bonds at the
surface, which would convert a net exothermic process into an endothermic
(and therefore unfavorable) one; however, if the Si-O bonds are weakened by
argon-ion bombardment of the surface prior to exposure, uptake of CF3 or XeF2
can occur. The CF2 species appears to adsorb spontaneously on undamaged oxide
surfaces, because insertion of the CF2 at a Si-O bond produces both a new Si-
C bond (-300 kJ/mole) and a new C-O bond (-270 kJ/mole), compensating for the
energy required (+430 kJ/mole) in the Si-O bond breaking step. Subsequent
transfer of fluorine atoms from the donor species does not occur on oxide
surfaces, however, because there is no simple exothermic process which can take
place without a good deal of lattice rearrangement.

This model clearly does not take account of energy changes associated with
lattice rearrangement or surface reconstruction [15], nor of possible barriers
to chemisorptfon [16]. The importance of barriers is clearly demonstrated by
the lack of reactivity of valence-saturated molecular species on surfaces at
which the net reaction would appear to be exothermic: F2 on SI [17], XeF 2 on
S10 2 [5, 8], and undissociated fluorocarbons such as CF4 on Si are all exam-
ples. The presence of a significant barrier to dissociative chemisorption is
also demonstrated by the work of Suzuki et al. [18] on etching of silicon with
a heated molecular beam of SF6. In the case of NF3, the initial chemisorption
step is so exothermic (-650 kJ/mole) that the barrier, if present, can be over-
come at room temperature; reaction on the oxide, however, would be endothermic
and is not predicted to occur. Further development of this model will need to
consider both lattice rearrangement and surface reconstruction energies as well
as energy barriers anlong the reaction path.
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ABSTRACT7

Resistless photoetching of Sic was performed by using XeF and KrF excimer laser
beams. In this method, CIF5 gas was used for etchant. CIF, gas has a unique
absorption band in the range of 300- 430 num. The strongest absortin band
correspnds to the wavelength of the XeF lase (350 n). So MIF5 gas is dcmoe
effecly. On the other hand, the absorption factor of Sic is about 30% in the range
of 200-400 n, and the bonding energy of Sic is lower than the photon eeg of the
KrF laser beam. For these reasons, it is posble to cut the bond of Si~dc=y Thus,
two laser beam were used. Fluence of the KrF laser beam was 200 mJ/cml, of the
XeF, 50 mJ/cms. Total flow rates through the cell were 0.05 I/min. We can fabricated
the etched feature of reticle pattern by reductive projection. Line and space was 10 Pm
and etching rate was s0A/pulse.

INTRODUCTION

There is a need to develop semiconductor devices which can operate under
extreme conditions. However, the allowable opera temperature of Si and GaAs
semiconductors is low, beimn 100*C On the other ha= the melting point of Sic is as
high as 28301C, and its critical operatingtemprature is expected to exceed 600C In
addition, its band gaias wide as 23 eV, aathe electron mobility is high, being from
500 to 1000. For thsereasons, it is expected that a superior heat resistance device or
blue light emitting device can be developed with Sic. On the other hand, ecin of Sic

is iffcut, nd elctie echng of minute patterns is almost hposble. Only a few
successful experiments in this area have been reported. Methods of selective etchin
that have been reported recently include etching of Si by means of C! radicals excited
S;yXeC excimer laser [1], and etching 'IIc-A130 using a Ar+ or YAG laser in CC14 or
SFs atmosphere(2J.

In this apra new and simple etchngmeihodis reprted by which SiC is etched
with XeF =zdr excimer lasers The tcnt used, CIgas, has hb ractiiy s

of thi has been reported in relation to etching experiments on ia TN TO 5Tai i 2 and Si,Nf[3,4,5J. Recently, we have verified that this gas has various
interesting photochemical features[6,7J.

PHOTOCHEMICAL REACTIONS

LIn photchiemlcal reactions, the raw material gas must absorb photons dcly, and
thesoto enell istbe larger than the binding energy of constituent moeailes(8j.
As BU in I 1,CFas shas discree a lopi n the band of 300 to 430 n,

and it to rton coincides with the dailton wavelength of the XeF lasr

Flaser beam (4 mis t= ate In a similar manner, the efficiency of

11M this Percrentt of1fXiftyl fCF iscatdb
sigeshot of a 20.mJ/cM:fluence XeF-laser pulse. Only 02% of the gas was
pbowdssociw ndr the same conditions when ~F laser irradiation was apphied as

sonin Figur 2.
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EXPERIMENTAL SETUP

To verify this concept we applied two law beansavn diffeent wavelengths to
the SiC substrate, one "1ele and another perpendicular to te subsram surface as in

i> Figure 3. The paralleli XeF laser beam was used tophoodusociate Ofs gsu in the
proximity of the substrate, and the perpendlilar KrF lasr boam was used to locally J
excite the substrate.

The experimental condition were as outlined below. 10096 CIF gas was sealed in
the cell with apressure of 200 Tor, and agasfow of0.05 liters per minute was
maintained. The two laser beams wene applied to the cell simultaneously. The KrF
laser fluence was 200 mJ/cm', and that of XiF laser beam 50mJ/cml.

exolme, lsuer

KrF snelmor laser

XeF
prism

long

CIF* - SIC substrate

chamber :

Figure 3 Schematic diagram of etching system
using two color excimer lasersA

RESULTS,

PolycystalineSC ims of thickness 4 onm were used. Specimen were created on
stainess ubstt by plasma-enhanced chemical vapor deposition. A pattern was
formed in the lasr beam with a reticle and projcted onto the specimen with a 2:1
optical system. The resulting photo-etced pttern is shown in Figuire 4. The line and
space were 10 pam, etching dept 5000 A.and etching rate 50 A/pulse. In this
eeriment, etching can never bedone byirradiation of the XcF laser beam only.

en teKrF laser only Is used to Irdtethe sample, faint etching is produced
because this laser is weakly absorbed by OF gas assown In Figure 1. However,
vituwl a that happa. ah ehdin color to black. We h

flo o(lFisua~iorthe enezV of XcF laser beamn i low or sycrnminof the
XeF and the KrF lasersl Is substantially out of phase. t MCsrf turns to black.
This is becus th nSC is dissociated to depost on the substrate surface.
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-4 t.-lOpm
Figure 4 Etched feature of reticle pattern by reductive projection.

Sample is SiC. Line and space is 10 pim.

DISCUSSION

The flow chart of the photochemical reaction that occurs when two laser beams of
different wavelengths are applied in parallel and perpendicular directions is given in
Figure 5. The Si ad C toms, released from Si hoto and thermal dissociation
boughtabout by the KrF laser, promptly react with F radicals which are released from
CIFs gas by the XeF laser beam. The reason for the reaction is that F has a higher
electrone'tivity than Cl in general: the binding energy of C-F is 12k Kcal/mol, that of
C-Cl 95, Si-F 129, and Si-C 107. For these reasons, then, it can be assumed that Si-C is
converted to to SiF, and CF4 . The temperature at which the vapor pressure of SiF
becomes 200 Tor is -107.2'C, while the value for CFI is -143.6C. Therefore, chemical
compounds are evaporated without substrate heatinS, thereby making it possible to
creat etching patterns of high contrast.

tparpendloula0r

KrF ca,-'. (114 Keel)

(K vapor phase rection aurfoe reaotion
(III Koal) ( 0-: IIO 1-C:104 Koalilol),~0 $Ulf.,. F €

fur 5 Flow chart of t phot proess for SiC
by vapor phs and surfae reactions.
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CONCLUSION

This photochemical reaction was created by the cumulative effect of surface
reaction and gas phase reaction caused by laser beams of different wavelengths. In this
method, resistless pattern etching of SiC was performed.

REFERENCES

1. M. Sekine, H. Okano, L Ysmae, N. Hasa and Y. Horiiki in "Dry Process"
(Proc. 6th Syp. Int. Electr. Tokyo 1984) p.74. YT.J.Chuang, Laser-Controiled Chemical Processn of Surfaces d. by A. W.
Johnson, D. J. Ehrlich, It R. Schlosberg, (North-Hollad, NY 1984) p. 185.

3. Daniel L. Flamm, David N. K. Wang, and Dan Maydan, J. Electrochm. Soc.,I,12 2757(1982)4. ..Ibo=n, J. A. Mucha, D. L Flasm, and J. M. Cook, J. Appl. Phys(10),

2939(1984).
5. D. E. Ibbotsim J. A. Mucha, D. L Flamn and J. M Cook AppL Phys. LetL 4(8),

794(1985).
6. S. Asahara, A. Sakai, T. Matsumura, H. Arai, and M. Murahara, Extended

Abstract of the 48th Autumn Meeting of the Japan Society of Applied Physics,
68201987).

7. S. Asmhara, T. Matsunra, H. Aral, and M. Murahara, Extended Abstrac of the
35th Spring Meeting of the Japan Society of Apiedp Pysi, 27(1987).

8. M. Murahara and L Toyoda, Springer Series in Chemial Physics 2.52(1984).

t

.-A*



321

COMPARISON OF CW AND PULSED UV LASER ETCHING OF LibO3
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ABSTRACT

The results of CW frequency-doubled argon-ion laser etching
and pulsed excimer laser etching of lithium niobate (LiNbO3) arecompared. Argon-ion laser etchin occurs in the presence of Cl2
at laser intensities of 1.1 MW/cm or higher. The 257 nm laser
beam with up to 25 mW power is focused to a 1.5 pm diameter spot
and scanned at speeds of 10 a/s or less. Excimer laser etching
is done at 248 nm (KrF) with the laser beam focused onto the
sample with cylindrical optics. Trenches >20 pm wide and several
millimeters long are produced by ablating the target and without
scanning the beam. Excimer laser etching of lithium niobate has
been attempted in the presence of Cl2 , 02, N2 , H2 or air.
Excellent results are obtained with air as the etching medium.

INTRODUCTION

Lithium niobate has important device applications in the
emerging field of integrated optics. Despite its useful optical
and acoustic properties (1], LiNbO3 is very difficult to etch by
standard wet or dry chemical means. Recently laser processing
[2-7] has been examined as a possible alternative technology for
etching LiNbO 3.

LiNbO3 is an insulator which is transparent in the visible
spectrum but absorbs light in the UV region at wavelengths
shorter than 330 am A' 248 na and 257 a, the absorption
coefficients are >10 cm- [7] which allows easy coupling of
energy from a 257 no frequency-doubled Ar+ laser or from 248 no
KrF excimer laser irradiation. In this paper, we examine both
257 nm CW laser etching in a Cl 2 atmosphere and pulsed 248 nm
excimer laser etching in the presence of C12 , 02, N2 , H2 or air
and compare the two techniques.

EXPERIMENTAL

Polished LiNbo wafers cut perpendicular to the z-axis or y-
axis were purchase from Crystal Technologies and cleaned with
acetone and methanol prior to etching. Etching at 257 am was
done on z-cut samples placed in a vacuum chamber with a 5-in.
diameter fused silica window and a 0 .125-in. gap between the
inside surface of the window and the sample. The chamber was
evacuated and backfilld with 500 Torr of Cl2 . The cell was then

3; sealed and subsequent experiments were 8 ne without changing the
gas. The intracavity frequency -doubled Ar laser beam was focused
with a microscope objective to give a I/* spot diameter of 1.5
and a maximm power at the sample of 25 at. This corresponded to
a maximum light intensity of 1 .4 MW/cm' . To make an etched
groove, the beam was scanned one or more times along the same
line at velocities ranging from 0.5-10 )/s.

Excimer laser etching was done with a Lambda Physik DIG-200
laser operating at 241 am and 1-10 H& . The pulse width was
approximately 15 ns. The rectangular beam was focused to a line

Urn ts. am. OPW PFO,.VOL 13s. U. no s e manu k low*



on the LiNbO3 surface either by a single piano-convex cylindrical
lens or by a simple projection arrangement using two cylindrical
lenses (one condenser lens and one projection lens) and a metal
slit as a mask. Excimer laser etching was done mostly on y-cut
LiNbO3 . A few experiments conducted on z-cut LiNbo showed no
apparent differences with the y-cut results. Lithium niobate
samples were placed in a gas cell with a fused silica window and
filled with the appropriate gas to a pressure of 1 atmosphere.
Laser fluence was calculated from the pulse energy and focal area
on the substrate surface. The beam width was determined by the
scanning knife edge technique. Measurements of etch rate versus
laser fluence were done with a I/e beam width of approximately
125 )m and the resulting etch depths after 250 laser pulses were
measured with a scanning profilometer. The fluence was varied by
inserting partially transmitting mirrors into the laser beam.

Etched samples were cleaned with methanol before analysis.
Some samples were cleaved across the etched lines and examined in
cross-section by scanning electron microscopy (SEM). The surface
elemental composition of etched lines was determined by Auger
electron spectroscopy (AES) using standard sensitivity factors.

RESULTS AND DISCUSSION

We have determined [7] that, for 257 nm frequency-doubled Ar+

laser etching , Cl is necessary for any etching to take place at
the laser beam insensities used in this study (<I .4 MW/cm2 ).
Etching is not observed in an evacuated cell under identical
laser operating conditions. Even in the presence of Cl a laser
intensity threshold for etching is observed . With a beam
diameter of 1 * 5 jmn a I a scan speed of 2 .7 pm/s, the observed
threshold is 1.1 MR/cm corresponding to a laser power of 20 my.
The observation of a threshold is consistent with a thermal
etching process involving surface. melting . From a simple
theoretical calculation [8], the approximate power needed to
achieve surface melting of LiNbO3  (m.p. 12400 C) is given by

P - (2aKw&T)/(l-R) (1)

where P is the laser power in watts (W), K is the thermal conduc-
tivity (W cm-i deg-) of the substrate, w is the laser beam
radius (cm), &T is the change in temperature, and R is the
reflectivity of the surface. The term /(l-R) accounts for
reflection losses. Using K - 0.04 Wcm-4deg - ', w - 0.75 jum, and R
-0 .32, the calculated value of P needed to reach the melting
point of LioO 3 is 19 mN which is consistent with the experimen-
tal results. The parameters K and R are assumed not to change
with temperature.

Etched trenches in z-cut LimbO3 can be produced by single or
multiple laser scans along the same line. Single scans produce
trenche approximately 0.5-0.8 jum deep and 2 )= wide. Material
removed from an etched trench is redeposited both within the
trench and along the edges of the trench where it forms ridges
approximately 2 &m wide. Multiple laser scans in z-cut LiNbO3
result in deeper trenches which have a v-shaped cross section.
Figure 1 shows SI1 micrographs of a trench formed by eight laser
scans at 1.4 m/s and a laser power of 25 W. After etching, the
sample is cleaned with methanol which removes a thin blanket
layer of easily dissolved material which deposits on the sample
during etching and is not shown in the micrographs. The blanket

____'



323

4

Fig. 1. SEN micrographs of a trench etched by 8 laser scans at
1.4 pM/S using a 257 nm frequency-doubled CK ArT laser operating
at an incident power of 25 *W. The trench has been cleaned with
methanol. (a) Tilted view. (b) Edge view.

layer is due to a photochemical reaction from scattered laser
light that dissociates Cl2 into radicals which can react with the
LiNbO3 surface at light lntensities much below the threshold for
etching [7]. The granular deposits from the etching process
shown in and near the trench in Fig. I are not affected by the
methanol cleaning but can be removed afterwards by strong bases
or acids.

The trench depth for 257 nm CW laser etching does not
increase linearly with the number of laser scans but saturates
after about eight scans. A typical result is shown in Fig. 2.
The saturation effect may be due to the increasing difficulty of
etching through the redeposited material remaining in the trench
from previous laser scans. Surface analysis has been done by AES
on the redeposited material and a surface composition of
approximately Li 0 . 3 NbO1 . 1 (assuming Nb-1) has been observed (7].

2.0

1.5

IA oVS

1.0 2UmW Fig. 2. The variation of
I trench depth with increasing

number of 257 nm CW laser
scans at 1.4 pm/s and 25 mW.
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The resulting material in the bottom of the trench will likely
have a different melting point and a different reactivity to C12
than the original LiMbO3 surface.

The above data for 257 nms CW laser etching are consistent
with the followinq mechanism. The scanning laser beam melts the
LiNbo surface. If the experiment is done in vacuum, no chemical
reaction takes place and the material merely resolidifies in
place after the laser beam has passed resulting in no trench. If
Cl is present, the molten material reacts with the Cl2 forming
voiatile products which vaporize to form a trench and then
redeposit in the colder regions both near the trench and in the
trench Itself after the laser beam has passed. The layer of
redeposited material is not very susceptible to further reaction
with Cl which causes the etching process to terminate after
several laser scans.

A significant improvement in overall LiMbO3 etch rates can
be achieved using pulsed 248 nm excimer laser etching in place of
257 nm Ar+ laser etching. With an excimer laser beam of
rectangular cross section focused by one or more cylindrical
lenses, trenches several millimeters long can be etched in Li bO3
without scanning the laser beam. The width of the trenches can
be easily varied from a few pm to hundreds of )m depending on the
beam optics and the laser pulse energy. These are significant
advantages over 257 nm CW laser etching where low available laser
powers severely restrict the dimensions of etched trenches and
the rate at which trenches can be produced.

Pulsed excimer laser etching experiments were done in a gas
cell filled with C12, 0 N2 , H, or air at one atmosphere
pressure to determine if the aiaen atmosphere has any effect on
etch rates. The laser beam was passed through a 1 mm wide slit
approximately 1 cm long and focused to a 1/e width of 125 pm
using a single cylindrical lens. The results are shown in terms
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of etch rate per pulse versus laser fluence in Fig. 3. A fluence
threshold is observed for etching in all cases. The threshold
fluences for 02, N2, H2, and air are nearly identical at about
0.6 J/cm2 . On the other hand, the thseshold fluence for Cl2 is
significantly higher at about 0.9 J/cm . Surface compositional
analysis by AES of the bottom of trenches etched in Cl2 indicates
that the trench surface is 50-70% depleted of Li relative to Nb
which is similar to the results obtained for 257 nm CW laser
etched trenches. AES results for excimer laser etching in air
indicate less than 20% depletion of Li. The higher threshold for
pulsed excimer laser etching in Cl relative to the other gases
is probably due to the changed surface composition. This result
is consistent with the overall 257 nm CW laser etching results
since there too etching is inhibited once a buildup of a surface
layer of reacted material has taken place after the first laser
scan.

The etching threshold fluence of 0.6 J/cm 2 at 248 nm which
we obtained in air is similar to the value 0.9 J/0m2 obtained by
Bluerle and coworkers at 308 nm (4-6]. This is surprising since
the absorption depth (1/d where a is the absorption coefficient)
at 308 nm is 100 ) [1] which is much larger than the absorption
depth of 0.03 pm at 248 nm. Although the 248 nm results are
consistent with a thermal ablation process, the 308 nm results
cannot be explained by a purely thermal process and would
indicate that a non-thermal mechanism is important. In view of
the nearly identical thresholds at 308 nm and 248 nm, it cannot
be ruled out that a non-thermal mechanism is responsible for
etching at both wavelengths.

The morphologies of excimer laser etched grooves have been
examined by SEN. Two examples of etched grooves are shown in
cross section in Fig. 4. These grooves are formed by projecting
the image of a 1 i slit onto the LiNbO3 surface using one
cylindrical lens. The trench in Fig. 4(a) is a result of 1000
laser pulses and the groove in Fig. 4(b) results from 2000 pulses
under the same conditions. The grooves are approximatly 100 jm
wide at the top and several millimeters long. The trenches

Fig. 4. SEN micrgraphs of 248 nm exsimer laser etched trenches.
(a) 1000 laser pulses at 1 .0 J/cm' . (b) 2000 laser pulses.

I

- -,.



326

initially have a flat bottom and sloping sidewalls. As the
trench deepens, the sidewall slope remains nearly constant and
the flat bottom becomes narrower . If etching is continued,
eventually the cross section of the trench becomes v-shaped.
Etching does not stop at that point, however, but continues at
the point of the "v" forming a narrow channel via waveguiding.
The etching of deep waveguide channels is slow relative to the
initial etching of the LiNbO 3 surface due to the difficulty of
removing ablated material from the channel.

SUMMARY

Frequency-doubled CW Ar+ laser etching has been shown to
occur in the presence of Cl2 but not in vacuum at the same laser
powers . However, the process is slow at the laser powers
available to us and the etching process saturates due to
redeposited material which forms in the trenches . Etched
channels typically have width and depth dimensions of only a few
micrometers. Compared to CW laser etching, pulsed excimer laser
etching is much more rapid with etch rates of .03 pm or more per
pulse easily achieved. Trenches with widths and depths >100 pm
and lengths of several millimeters can be produced by simple
projection optics without scanning the laser beam. Air works
well as an etching medium but Cl increases the threshold fluence
for etching. It is surprising t9at the etching thresholds at 248
nm and 308 nm are similar even though the absorption depths are
much different at the two wavelengths . A non-thermal etching
process is needed to explain the 308 nm results and may also
dominate the etching process at 248 nm. It would be interesting
in future experiments to probe the etching mechanism at the two
wavelengths by examining the fragments ejected from the surface
by mass spectroscopy or other means.
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KrF* LASER-INDUCED CHEMICAL ETCHING OF NICKEL WITH Brz

GEORGE i. TYNDALL and CHRISTOPHER R. IOYLAN, IBM Almaden Research Center, 650
Harry Rd., San Jose, CA 95120.

ABSTRACT

A quartz crystal microbalance (QCM) has been used to study the 248 nm laser-induced
etching of nickel by Br2. The experiment consists of focusing a pulsed UV laser
beam at normal incidence onto the surface of a quartz crystal coated with 10dm of
polycrystalline nickel. Absolute etch rates of nickel, in terms of mass removed
per unit time, are determined from the integrated sensitivity function of the 6Mhz
crystals used In this work. The dependence of the etch rate on Br2 pressure and
laser fluence was measured. The kinetic data obtained from these measurements
show that the mechanism of the etching process is dominated by the formation and
the subsequent removal of a NixBry monolayer.

INTRODUCTION

The use of lasers in the microelectronics industry has become widespread in recent
years. The ability to promote localized chemical reactions with laser light is
currently used for the deposition of metals with submicron resolution. In addition
to depositing materials, lasers are also suitable sources for inducing localized
chemical etching processes. Photochemical etching of solid surfaces has been
demonstrated for a variety of gas-solid systems [1-5]. Because laser etching can
potentially lead to improvements in resolution and a decrease in the number of
defects, this process is an attractive alternative to the wet lithographic tech-
niques currently employed for microcircuit patterning.

Metals are in general difficult to etch via dry processes, which makes the laser-
induced chemical etching technique particularly appealing. Recently the laser-
induced chemical etching of Ag [1], Cu [1-31, Al [1,4], No [1,5], and Ti (5] have all
been reported, but nickel, owing to its chemical inertness, has proven difficult
to etch [1]. In the present work we demonstrate that, nickel can be etched at
reasonable rates in the presence of Br 2 at moderate KrF (248 m) laser powers.

EXPERIMENTAL

The kinetic measurements reported in this work were performed using a quartz
crystal microbalance (QCM) as the substrate. The experimental apparatus is shown
In figure 1. The vacuum cell was constructed from standard 3-3/8" vacuum flange
hardware and contained the QC4 crystal. We used 6 Mhz quartz crystals obtained
from Inficon with 14.0 mm diam. gold coated electrodes. Polycrystalline nickel
films with thicknesses of < 2 p were either sputtered or evaporated onto the surface
of the front electrode. The crystals were mounted in the vacuum cell via a water
cooled mount and connected to a homebuilt oscillator circuit via standard vacuum
feedthroughs. The QC14 frequency was monitored with a frequency counter interfaced
to an IB eC. With this apparatus, we find the noise associated with the QOM to be
< 25 x 10'Hz, and the drift in the resonant frequency to be < 0.5 hz/hr.

The vacuum cell was typically pumped to a base pressure of < 1 x 10' s torr with a
4" diffusion pump prior to starting an etching run. BrZ (Aldrich-ACS Reagent Grade)
was introduced to the cell through a molecular leak valve, and the pressure measured
with a capacitance manometer. Except for a number of freeze-pump-thaw cycles, the
bromine was usedwithout further purification. Once the bromine pressure stabilized
at the desired value, data collection was started. Then after approximately 10
seconds, the laser was admitted to the cell and the etching initiated. The change
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in the QCM frequency due to the etching of the crystal surface was typically
monitored as a function of time for 2 minutes. The laser beam was then blocked and
the cell was pumped out. The KrF laser (pulse width = 20 ns FWIMH) was operated at
10 Hz for all the work presented here. A uniform portion of the beam was selected
with a variable width iris, and then focused onto the surface of the microbalance
at normal incidence. Typically the laser focal spot size at the crystal surface
was between I - 1.5 mm radius. The entire cell was mounted on x-y translation
stages to align the laser beam on the center of the quartz crystal.

Vacuum Pumps
PC

Iris Quartz Lens

Excimer Laser Frequency

0 \ Counter

Quartz Vacuum
Quartz Window Crystal Cell

Gas Inlet

Figure 1. Experimental apparatus.

RESULTS

Upon addition of Br2 to the vacuum cell, a slight decrease in the crystal frequency
is observed (approximately 2 hz/mn) indicating that some adsorption onto the
crystal surface occurs. There is also evidence suggesting that Br2 diffuses into
the bulk of the Ni. For example, the frequency of the oscillator exposed to Br2
for 5 hrs showed a steady decrease of approximately 40 hz/hr. These effects are,
however, small compared to the frequency changes observed via the etching process,
and as such do not pose a problem in obtaining quantitative etching rates from the
experimental data. The change in the QCM frequency vs. time for a typical etching
experiment is shown in figure 2. The dramatic increase in the resonant frequency
of the QCM at approximately 10 seconds is caused by heating the surface of the
microbalance when the laser beam is admitted to the vacuum cell. In the absence
of Br2 , the frequency increases dramatically upon irradiation of the QcM with the
laser, but unlike the data in figure 2, the frequency reaches a constant value
after a few seconds. Upon blocking the beam, the frequency drops to its original

* value. While heating of the QC1 surface obscures the first few seconds of the
etching process, it does not prohibit measurement of the etching rate, which is
obtained from the slope of the linear portion of the data. As is suggested in
figure 2, the etch rate of Ni by Brz is found to be Independent of the number of
laser pulses.
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Figure 2. Results of a typical etching experiment. The arrow denotes the time at
which the laser beam is admitted to the cell. The Br2 pressure was 0.100 torr and
the laser fluence was 600 bJ-cmxz .

To determine the etch rate of Ni from the change in resonant frequency of the QCm,
we start with the general equation relating the frequency change (AV) to the change
in mass (Am):

A= -Cam )

where C is the mass sensitivity constant of the QCN. In the case of a uniform mass
change over the entire crystal, C is given by:

P2 (2)

In equation (2), aof is the fundamental frequency of the quartz crystal, N is the
freq~uncy constant of quartz, 1.668 x 10 Hz-cm, p is density of quartz, 2.648
g-cm and A is the active area of the quartz crystal (see below). Equations (1)
and (2) are valid provided that the mass loading of the crystal is small, i.e.< 2%
[6]. The thickness of the nickel films used in this work were thus limited to < 2
pdm. As is noted above, equation (2) assumes that the mass change is uniform over
the active area of the crystal. To test the validity of using equation (2) in
obtaining etch rates from our experiments, we determined the active area of the
crystals used in this work. This was done by measuring the change in the resonant
frequency of a set of quartz crystals onto which a known thickness (42001) of Cu
was evaporated. By loading the crystals with concentric films of different area
(radii between 1 and 5 m) we obtained the integrated sensitivity function shown
in figure 3. The active area is determined from these measurements by noting the
point at which increasing the radius of the deposited film has no effect on the
frequency change of the quartz crystal. From figure 3, the active area of the
crystals used in this work is defined by a radius of approximately 2.5 m. Since
we are etching an area with a radius of between I - 1.5 min, i.e. an area smaller
than the active area, we cannot use equation (2) directly but must use figure 3 to
obtain the sensitivity constant C. Thus, from the change in the QCN frequency and
the measured radius of the etched spot, the mass of the nickel removed is easily
determined.

I iUlI.U
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Figure 3. Integrated sensitivity function of the 6Mhz Inficon crystals.

The QCM was used to measure the rates of the 248 nm laser-induced etching of NI by
Br2 as a function of the Incident laser fluence, and the Br2 pressure. The laser
fluence dependence of the etch rate was measured between 200 - 830 mJ-cm'-pulse"

and is shown in figure 4. We find the etching threshold to be approximately 300
j-cm"2. Above this threshold, the etch rate increases roughly as the cube of the

laser fluence up to the highest laser fluences used. Wo note that the laser fluences
shown in figure 4 are Incident on the entrance window of the vaccum cell. The
actual laser fluence at the surface of the QCN will be approximately 10% lower
than the values reported in figure 4 due to reflection from the cell window (ap-
proximately 8%) and to absorption by the Br2 within the cell (approximately 2%).
Over the range of laser fluences used, no net change in the QC0 frequency is found
in the absence of Br2 . Thus the material is not removed by ablation of the pure
Ni surface, but requires interaction of the nickel surface with either Br2, or
photochemically produced Br radicals (see below).

25

20

Nis

/
5

0 015 0.40 0.80 0.80
LawF1 (j-cm-2-pulws)

Figure 4. Dependence of the etch rate on laser fluence. The Br2 pressure was 0.100
torr and the laser repetition rate was 10 Ha.
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The dependence of the Ni etch rate on or2 pressure was measured between 0.005 -
2.00 torr and is shown in figure 5. The etch rate increases rapidly over the
pressure range of 0.005 -0,070 torr. Above 0.070 torr the etch rate is independent
of 8rz pressure up to the highest pressures studied. This pressure dependence is
very similar to a Langmuir adsorption isotherm, which Is characteristic of
chemisorption of a gas-phase species on the surface that stops at one monolayer
coverage.

8

j4

2

0.05 0.10 015 0.20 0.25 2.00
at2 Pmsuw turp

Figure S. Eftect of Br2 pressure on etching rate. The laser fluence was 500

DISCUSSrON

There are three general classes of etching reactions [1): 1) spontaneous etching
which occurs in the absence of any radiation, 2) passive etching which Is charac-
terized by the formation of a relatively thin passivation layer on the surface,
and 3) diffusive etching in which the the etchant diffuses Into the bulk of the
metal. While we do observe a smll amount of Br2 diffusion into the bulk of the NI
films (see above), based on the pressure dependence of the etching rate, we believe
that the etching of nickel by Dr2 is an example of a passive etching system. Theetching kinetics are thus easily understood in terms of the formation and the
subsequent removal of a Nix8rv monola'er.

At BOrz pressures of ' 0.070 torr and laser fluences greater than the etching
threshold, the rate limiting step is the formation of the NixBr. monolayer. This
NiSrp mnolayer could be formed from the reaction of the Ni surface with either
Br2, photochemically produced Br radicals, or both. The fact that in the absence
of 248 nm radiation, the microbalance frequency is found to decrease with the
addition of Br2 imp) es that adsorption does occur the Ni surface. The rate of 8r2
adsorption on the Ni surface that we observe in the absence of the 248 nm laser is
not, however, sufficiently fast to explal our etch rates. Dissociative
chemisorption of 8r2 could,however, be enhanced by the Increase in tie temperature
of the surface caused by the laser beam. In addition, the presence of the 248 nm
radiation could remove any oxide layer present on the surface, resulting in an
Increase In the Br2 sticking probability. it is also possible that photochemically

I



332

produced bromine radicals contribute significantly to the formation of the Ni~Br,
monolayer. The absorption cross section of Br2 at 248 nm is approximately 3 x
101cm17]. At the laser fluences used in this work, considerable dissociation Q,
of Br2 should occur at or near the nickel surface. It is therefore probable that
both dissociative chemisorption of Br2 and chemlsorption of photochemically pro-
duced Br radicals contribute to the formation of the NliBry monolayer.

At Br2 pressures above 70mtorr, the rate limiting step is the removal of the entire
NixBry monolayer from the surface by the laser pulse. The removal of this monolayer
most probably occurs via thermal ablation. At the fluences used in this work,
removal of the entire monolayer was never realized as shown by the lack of a
maximum in the etch rate with increasing laser fluence. This is most probably due
to the relatively low volatility of the NixBry products.

CONCLUSION

We have demonstrated that nickel can be etched at reasonable rates with Br2 at
moderate laser fluences. The results show that the 248 nm laser induced etching
of nickel in a bromine atmosphere consists of the formation and the subsequent
removal of a NixBry monolayer. It is postulated that the monolayer is formed by a
combination of the chemisorption of photochemically produced Br radicals and the
dissociative chemisorption of Br2 . The removal of this monolayer is postulated
to occur via thermal ablation of the surface by the 248 nm laser pulse. This
mechanism suggests that the maximum etch rate of nickel via this process will be
inherently limited to values of less than approximately 10 A-pulse'1. This limi-
tation can to some extent be overcome by the high repetition rate excimer lasers
currently available. It should be noted that, in general, passive etching reactions
have potential advantages compared to diffusive and spontaneous etching processes.
For example, photoprojection patterning is possible with a passive etching process
while it is not possible using spontaneous etching system. Also in contrast to
etching processes which rely on diffusion, the passive process described in this
paper has the advantage that the unetched metallurgy will not be contaminated with
the etchant. In closingthe laser induced chemical etching technique holds promise
in greatly simplifying the fabrication of sub-micron linewidth devices by elimi-
nating photoresist patterning and wet etching steps.
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ABSTRACT

Maskless etching of the composite structure of Mn-Zn ferrite and
sendust (Fe-Si-AI alloy) was performed by focused argon-Ion-laser
irradiation in a CCI4 atmosphere and aqueous solutions. Only a mixture of
KOH and NaOH aqueous solutions was found to smoothly etch the composite
structUre by thermochemical reaction using laser irradiation. A maximum
etching rate of 14 jm/sec was obtained for sendust-on-ferrite substrates.

INTRODUCTION

Laser-induced chemical-etching techniques for material processing have
extensively been studied [1-3]. Materials such as polymers, thin metal
films and semiconductors have been studied in detail [3,4]. On the other
hand, laser induced chemical etching of ceramics has been performed in a
few cases [4-6], in which few materials having composite structures
including ceramics were Investigated.

Recently, etching of single crystal ferrite, which is one kind of
ceramic, has been studied in detail using laser-induced chemical processing
[7,8]. Ferrite is an Important magnetic material which has been used for
magnetic heads of video tape recorders and floppy or hard disk drives. In
particular, recent increases in recording density of magnetic tapes and
disks, i.e., high track-per-inch or bit-per-inch values, -require magnetic
heads made of single crystal ferrite and processed with accuracies in the
micron-to-submicron range. However, it Is very difficult to realize
accuracies in the micron-to-submicron range by conventional mechanical or
simple wet chemical etching techniques [7]. Therefore, laser induced
chemical processing will be an Important method, realizing sufficient
accuracy and etching rates [7.8]. A composite structure of sendust
deposited on single crystal ferrite for magnetic heads Increases coercive
force in a magnetic media, since sendust provides higher magnetic flux
density than ferrite. Hence, this material with composite structures will
be more Important than ferrite alone for magnetic application. However,
micro processing of sendust is very difficult owing to its hard and brittle
characteristics when conventional mechanical processing methods are used.

In this study, maskless, dry and wet etching of a composite structure
of ferrite and sendust have been performed by laser induced chemical
reaction using focused argon-Ion-laser irradiation. Etched shapes were
measured by scanning electron microscopy (SEM) and optical microscopy for
various laser powers and etchants.

I n this study, ma 
sl eussd y e tfe
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EXPERIMENTAL PROCEDURES

About 3 ym thick sendust thin films (Fe:Si:Al-85:9.5:5.5) were
deposited by sputtering on (100)-faced Mn-Zn ferrite substrates. Samples
were mounted on the bottom of an irradiation cell or a chamber, which was
mounted on an electronically controlled X-Y-Z stage. The laser beam was
scanned over the sample by moving the stage. For dry etching in CC14 , the
chamber was evacuated to about 10-3 Torr. Ambient CC1 4 gas was introduced
in the chamber at a pressure of about 80 Torr. For wet etching, a mixture of
KOH and NaOH solutions (KOH : NaOH : H20 - 15 : 15 : 70 wt Z) was used as an
etchant. The etchant level was controlled so that the etchant surface was
just over the sampie surface.

The 514.5 nm-line of an argon laser was focused by a convex lens, with
a focal length of 40 mm. down to a spot diameter of about 13.2 pm (at l/e
intensity) on the sample surface. Etched shapes were measured by SEM and
optical microscopy. Auger electron spectroscopy (AES) was used to measure
the surface chemical composition after etching. Etched depth and width are
defined as maximum values of an etched groove.

RESULTS AND DISCUSSION

Although ferrite was etched with high etching rates by a focused argon
ion laser in 80 Torr CC1 4 gas[7], sendust layers on ferrite were not etched
under the same condi.tions and peeled from the ferrite substrate when the
scanning speed was low or laser power was too high. This result suggests
that the difference in thermal expansion between ferrite and sendust gives
rise to the peeling of the sendust films from the ferrite substrate.

An H3 PO4 aqueous solution, on the other hand, was a conventional
etchant for ferrite. Laser induced chemical etching of ferrite in H3PO4 has
high etching rates and aspect-ratios [8]. However, H3PO4 aqueous solution.
and other acid etchants were not suitable for laser induced etching of
sendust, because all sendust surfaces were eroded and, hence, the grooves
etched using a focused laser beam were not well defined.

Furthermore, sendust was not etched in alkaline solutions at room
temperature and was also not etched by focused laser beam irradiation in an
alkaline solution such as aqueous KOH.

However, sendust was found to be etched by laser irradiation in an NaOH
aqueous solution. The etched grooves were, in this case, not well defined
because of the fast etching rate.

These results suggest the following chemical reaction of oxidized
surfaces of sendust e.g.

A1203 + 2NaOH -> 2NaAlO 2 + H20

The addition of KOH to the NaOH solution during laser irradiation
resulted in smooth etching of both sendust films and ferrite substrate. In
this case the KOH suppressed the fast etching reaction of the N&OH solution.

Fig.1 shows the top view of the groove etched in a composite layer of
sendust and ferrite In a KOH and NaOH aqueous solution by a single scan of a
laser beam at 120mW with a scanning speed of 6 pm/sec. The part with a dark
contrast at the center is an etched ferrite layer. The top sendust layer
was etched smoothly and the lower ferrite substrate was continuously etched.

- .
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5pm
Fig. 1 A top view of the groove etched in a composite layer

of sendust and ferrite by laser irradiation at 120 mW
in NaOH + KOH solution with a scanning speed of 6 pm/s

Such a groove becomes wider and deeper as the laser power increases from 120
mW to 250 WM. Further increases in laser power resulted in the saturation
of the etched depth.

Fig. 2 shows the top view of the sample etched at 300 am. The sendust
layer was not etched at the center of the laser scanning trace. This result
suggests that the etching reaction is governed by a surface temperature, in
which the center of the laser spot has a higher temperature than the edge
and the etching reaction takes place only in low temperature regions.

20 pm

Fig. 2 A top view of the groove etched in a composite layer
of sendust and ferrite by laser irradiation at 300 mW
in NaOI + KOH solution with a scanning speed of 6 Mm/s

_____
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Fig. 3 Etched depth and width as a function of laser power

Fig.3 shows the etched depth and width as a function of laser power.
The etched depth increases from 15 pm to 25 pm and saturates as the laser
power increases from 110 mW to 250 mW. Further increases in laser power
.resulted in a decrease in etched depth. The central part of the laser trace
was not etched, as shown in Fig.2. Therefore, two parallel grooves with
width of 16 pm were etched.

Fig.4 shows Auger spectra for samples before and after etching by
focused laser irradiation in the aqueous solution containing KOH and NaOH. A
spectrum for the etched groove after sputter cleaning is also shown. The
Auger spectrum before etching (bulk spectrum) shows peaks for constituent

00

Fig. 4 Auger spectra for sendust layers

before and after laser etching
In NaOH + KOH solution
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elements of sendust such as Fe and C contamination, while, after laser
chemical etching, additional peaks for 0 and K appear. Residual surface
oxygen suggests the formation of oxide during etching. After sputter
cleaning for 70 min by Ar ions, corresponding to a removal of several
hundred nm, K and 0 signals disappear in the spectrum. In this several
hundred nm layer, strong K signals were observed. Thus. K atoms from the
etchant seem to diffuse into sendust during laser irradiation.

SUMMARY

Laser-induced chemical etching of a composite structure of Mn-Zn
ferrite and sendust was performed by focused argon-ion-laser irradiation in
a CC14 atmosphere and aqueous solutions. It was found that the composite
structure could not be etched by laser irradiation in a CC14 atmosphere or
KOH solutions. Laser etching in an NaOH solution resulted in erosion and
staining. A mixture of NaOH and KOH solutions was found to give a smooth
etching surface for laser processes. A maximum etching rate of about 14
pm/sec was obtained for 3 pm thick sendust on a ferrite substrate.

It was also shown in this study that sendust was not etched at the
center of a laser beam spot under some special conditions of laser power and
scanning speed. Further investigation on the application of this technique
to the etching of the composite structure of ferrite, sendust, and glass.
representing a real magnetic head structure, is on progress.
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ABSTRACT

Maskless etching of single crystalline Mn-Zn ferrite in an H3 PO4
aqueous solution by Ar+ laser irradiation has been investigated to obtain
high etching rates and aspect-ratios of etched grooves. The etching
processes have been found to be photochemical in a low laser power region A

and thermochemical in a high laser power region. High etching rates of up
to 340 pm/s and an aspect-ratio of 50 for slab structures have been
achieved. Periodic ripple structures have been observed under specific
etching conditions due to the local surface melting.

INTRODUCTION

Ferrite, one kind of ceramic material, has been widely used as an
important magnetic material for magnetic heads of audio and video tape-
recorders or floppy and hard disk drives. These kinds of heads have
conventionally been fabricated by both wet chemical etching and mechanical
processes. Increases in recording capacity, requiring higher recording
density of magnetic devices, could be simply satisfied by reducing the gap
width of the magnetic head. However, because of the intrinsic
characteristics of ferrite such as high hardness and brittleness like other
ceramics, it is very difficult to fabricate fine structures in ferrite by
both mechanical and wet chemical etching with mask processes. Recently,
laser-induced dry etching of single crystalline ferrite in a CC1 4 atmosphere
has been developed[l,2] for the maskless microfabrication of magnetic heads
in order to increase the recording density. However, the etching rate of 68
pm/s obtained was not high enough for practical device applications.

Laser-induced wet etching, on the other hand, would provide higher

etching rates than those in gas phase reactions[3-5]. In this study. Ar+

laser-induced, maskless, wet-etching of single crystalline Mn-Zn ferrite in
a H3PO4 solution has been performed to obtain higher etching rate. The
results were also compared with dry etching in CC1 4 gas and conventional
wet-chemical etching in H3PO4.

EXPERIMENTAL

The single crystalline ferrite used was higher quality in mechanical
and magnetic characteristics than poly-crystalline ferrite which has
conventionally been used as a head materlal(2]. (100)-oriented single
crystalline Mn-Zn ferrite (MnO : ZnO : Fe0 3 - 31 : 17 : 52) samples were
mounted on the bottom of the irradiation cell and immersed in the etchant
solution. The irradiation cell was fixed on an electronically controlled X-
Y-Z stage. The laser beam was scanned over the sample by moving the cell
with a speed ranging from 2 pm/s to 36 pm/s.

WL f. SM. ..m.. P L .It. inm-. I."* d.A
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The 514.5 nm-line of an Ar+ laser was focused by a convex lens, with a
focal length of 40 mm. down to a spot diameter of about 13.2 pm (at l/e
intensity) on the sample surface. The distance from the sample surface to
the etchant surface was adjusted to 2 mm. 43% - 85% phosphoric acid (H3P04 )
solution was used as an etchant.

Etched patterns were observed by scanning electron microscopy (SEM) and
a stylus measurement (DEKTAK) to obtain etched depth and width. The etching
rate was defined as the maximum etched depth divided by the beam dwell time.

RESULTS AND DISCUSSION

Figure 1 shows the etched depth and width as a function of laser
power in a low power region at and below 160 mW. The etched depth increases
linearly with the increase in laser power from 40 to 132 mW. This suggested
that the etching reaction in this power range might be a photochemical
process. In order to verify this point, laser etching with irradiation
parallel to the sample surface was also performed in H3PO4 . An etched groove
with a depth of 1.2 pm was formed by a laser power of 10 mW within 30
minutes in this case (etching rate of 40 nm/min).

Figure 2 shows the etched depth and width as a function of laser power
in a higher power range. The etching rate and aspect-ratio of etched
grooves increased as the laser power increased. The etching rate reached
340 pm/s in the case of a laser power of 660 mW and a scan speed of 9 pm/s
in 85% H3PO4 . This etching rate is about two to six orders of magnitude

' I I I
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50 l50

I'0-0 0

40-2 - 40

d/o
o- 0 30

0 03

X 0 o
20- 20P W
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I * I , I ,

40 80 120 160

POWER (mW)
Fig. 1 Etched depth (solid circle) and width (open circle)
as a function of incident laser power at and below 160 mW



341

Ar Laser (5 4.5nm)
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Fig. 2 Etched depth (solid circle) and width (open circle)
as a function of incident laser power at and above 120 mW

greater than those achieved by laser induced dry etching in CCl 4(2.7
pm/s[2]) and conventional wet-chemical etching with H3P04 at room
temperature (0.33 nm/s).

Periodic ripple structures have been observed during the etching

50 pm

Fig. 3 Ripple structure induced by laser irradiation:
laser power 173 MW, scan speed 21 ym/s
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processing under specific etching conditions though the sample surface was
irradiated by a constant laser power. A period of the ripple structure is
shown in figure 3. It was produced by scanning a laser beam from the left
to the right with a laser power of 173 mW and a scan speed of 21 pm/s. The
periodic length is 130 pm, about four times larger than the groove width.
The time to form this period is about 6 seconds.

According to our recent study[3]. the ripple structure occurred when
the laser power exceeded the threshold value for local surface melting.
This threshold value for surface melting (local temperature rise of 1600 OC)
is estimated to be 120 mW by solving the three dimensional heat equation[2].
The procedure to form the ripple is described as follows. First, the
ferrite surface was locally heated and made molten by a high intensity laser
beam. The boundary of the molten area expanded isotropically due to the
high thermal diffusivity of the liquid phase. The absorption of the laser
light was decreased because of the high reflectivity of the molten surface.
When the laser beam was scanned from the left to the right, the molten area
became narrower and thinner due to the poor absorption of the laser light.
Under some specific etching conditions, the boundary of the molten area
moved with a lower velocity than the scan speed of the laser beam. The
laser beam reached the boundary and started a new period because of the
strong absorption of laser power on the new solid surface. A periodic
intensity change of the reflected light has been observed during the
etching process.

The specific etching condition for the ripple structure has been
investigated for the laser induced wet-chemical etching with a laser beam
diameter of 13.2 ym in a 85Z H3P04 solution (figure 4). In the low laser
power region, the low incident intensity keeps the local temperature rise
below the melting point of the ferrite material so that a smooth etched
groove without the ripple structure can be obtained. When the laser power
increased and reached the threshold for surface melting, the ripple
structure occurred. The threshold laser power became higher when the scan

II I

0
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o0/ , l-W04 85 %
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C05  A A A A, A 0
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Fig. 4 Specific etching condition for periodic ripple structure
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speed increased. In the low scan speed region, below 5 Mm/s, the ripple
structure can not be formed, though the surface melting took place, because
the laser beam was scanned with such a low speed that it is impossible to
reach the molten boundary and start a new period on the solid phase area.
In this case, a groove with a high aspect ratio and smooth vertical side
walls can be achieved[3]. In the case of the high laser power region, the
ripple structure vanished again when the laser power or the scan speed
became higher. When the sample surface was irradiated by a laser beam with
a strong intensity, a large area with a great spatial volume would become
molten and the interface of the liquid phase and the solid phase would move
with a slow velocity. Because of the large heat of melting and the poor
absorption of the molten surface, the interface of the two phases moves with
a lower velocity as the incident laser power increases. Finally, the laser
beam reaches the boundary and achieves an equilibrium state. As a result,
the threshold velocity for the vanishing of ripple structure decreases with
a higher laser power.

The periodicity of the ripple strongly depends on the incident laser
power, whereas it is weakly affected by the beam scan speed. This is
because the temperature distribution produced by laser is weakly dependent
upon scan speed at the low scan speeds used in this study. The ripple
structure decreases in frequency when the laser power increases.

By an appropriate choice of etching parameters, a slab structure with a
high aspect-ratio can be fabricated. Figure 5 shows the SEM micrograph of
the vertical slabs achieved in 43% H3PO4 with a laser power of 224 mW, a
scan speed of 10 pm/s and a beam spot size 1.2 pm. The slabs have a depth
of 200 pm and a minimum width of 4 um. corresponding to an aspect-ratio of
50. The shape, with a high aspect-ratio and smooth side walls, greatly
differs from that of grooves obtained in ceramics by laser induced dry
etching[5.6]. The measured focus depth is about 10 pm, much smaller than

20 pm

Fig. 5 Slab structures with a high aspect-ratio fabricated

under an etching condition: H3 PO4 43%. laser power 224 mW,

scan speed 10 Vm/s, and beam spot size 1.2 pm
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the groove depth. The incoming beam would, therefore, be confined inside

the wall, which prevents the beam from diverging, and the beam propagates to
the reacting layer by light guiding[3]. Such a light guiding effect has
also been found in laser induced etching of GaAs in dilute HNO3 solution[

7]
or laser induced vaporization of CdTe[8].

CONCLUSIONS

Laser induced wet-etching of single-crystalline ferrite has been
performed to fabricate micro-structures with high aspect ratios such as
vertical wall structures. High etching rates of up to 340 pm/s and high
aspect-ratios of up to 50 have been achieved due to the light guiding
effect. The etching process can be considered to be a photochemical
reaction in the low laser power region and thermochemical in the high power
region. Periodic ripple structures occurred within a specific region of
etching conditions, in which local melting of ferrite surfaces took place.
The periodicity of the ripple strongly depends on the laser power and the
frequency of ripple structure decreased as the laser power increased.
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PATTERNING OF HIGH Tc SUPERCONDUCTOR
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Abstract
Laser ablation using focussed excimer light has been found to be an effective technique for the direct,

maskless patterning of High Tc superconductor films. The apparatus used in the work consists of an
adjustable aperture which is illuminated by a 193 nm excimer laer beam. The aperture is imaged by a
microcope onto the substrate into an area as large as 200 x 200 to an aaas smal as 2 x 2 square
microns. Th superconductor films are placed on a 0.5 micron tesolution, computer controlled x-y stage.
Laser fluencs up to 5 J/cm2 and irpetition rates of 10 Hz were found to be sufficient to ablate (pattern)
the High Tc films with no apparent ffcect on their superconducting properties as evidenced by the films!
resistance as a function of temperature (R vs T) before and after patterning.

The technique and apparatus are flexible enough to allow patterning aross eme substrates and/or
the definition of isolated features as small as one mron. To date, the technique has been succeafully
used to pattern a wide variety of films (based on material and thickness), to fabricate transmission lines
several millimeters long, to pattern superconducting quantum interference devices (SQUIDs) which op-
erate at liquid nitrogen temperatures, and to study the behavior of individual grain boundaries within
films.

Introduction
High. temperature superconductor films hold the prmse of dispersion-free electronic interconnects,

zero-loss transmission lines, sensitive magnetic fild detectors (SQUIDs), etc. tVor these applications to
bear fruit requires the continuing development and understanding of the films, substrate processing
technologies, etc. One key processing technology is the patterning step which requires the definition of
micron scale superco doctor filn features with no degradation of the superconducting properties of the
film (such as the onset of superconductivity and critical current handling capability). Numerous ap-
proaches have been developed and practiced with a varying degree of succss. These include: lift-off
processes), reactive ion etching2 , chemical etching 4 , ion implantation s, laser thermal processing', and
laser ablation7 9. Laser ablation, using focussed excimer laser light, has been found to be an effective
technique for the rapid, direct, and masdess patterning of high temperature superconductors.

The apparous and the gmeral nature of the films are described along with etching results and the
effect of laser radiation on the superconducting properties of the films. The viability of the technique
is demonstrated through sevcral examples including the generation of isolated structures of micron ize
dimensions, transmission lines several millimeters long, SQUIDs, and finally the use of the focussed
bean to selectively pattern featurs in and around individual grain boundaries.

Excimer Laser-Micropattemins Anneatus
The apparatus consists of an excimer law, Lambda Physik 103, opmnting at a wavelength of 193

am and an optical delivery system.' The firing or repetition rate of the excsner laser is controled with
a computer or manually via a pulse generator. Rates from 'single shot' to 200 Hz are radily obtainable.

The optical delivery system, Leitz-IMS, cosists of a modified Leitz microscope. The neim ase,
beam enters the microscope via a dichroic minor which directs the beam into a 36X /0.5 NA "reflective'
objective.
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A variable-sin rectangular apertufe is introduced into the exeur lase beam path. This aperture
is diectly imaged by the objective at its focal point so that a final eximer laser beam 'target ares as
IaW as2200 MOdowf to 2 a 2 e2crbe otained. A spot marker illuminator isplacedin mwith
the excimer beam for targting.

The highes available fluence (at the tage) is approximately 5.5 J/ensa at 193 nm. The flucoce is fine
tuned or selected by placing dielectric filters between the excimer lase and optical delivery system. L.aser
fluence is routinely measured during experiments with a -mnaure -ver mete, (3entec, placed directly
under the objective. Thbae nrisrpreser have been adjusted (1.15x) to comnpensate for the
meter sesitivity at 193am.

Eyepice or a video monitor provide real time viewing of the samle. A computer-controlled xy
stage makes posible the automated patterning of substrates as well as targeting of specific areas. The
entire zy stag is mounted on a stdage providing ca. 25 mm of fine and ISO mm of coarse vertical ino-
bant.

Hiah-Te Film
The films patterned in this report are of the Y-Ba-Cu-O systemn although 71- and Bi-based super-

conductors have also been patterned. Polytrystalline and epitazal angle crystalline Y-Da-Cu-O films
were used in this work. but in addition singl crystals of the Y- and of the Bi- system have been pat-
terned.

The polycrystalline films were deposited at room tcmprrasturc by ric-magnetron sputtering of BaCu
and YCu targets onto a variety of substrates including MgCb, SM0r3. and LANbO 3.11 The deposition
was performed in an Ar/0 2 atmosphere of 10 microns with an oxygen patial pressure of 0.2 microns.
The high-T, phase was formed in a two-step annealing process: one at 400C and a second at 900*C.
Typical film thicknsesses ranged from 0.5 to 1.3 microns.

Alternatively, fims were deposite by an e-beain technique"2 . The epitaxial film used in the grain
boundary experments wer deposited onto polycrystalline SrTio, substrates consisting of grains ap-
proximately 100 nmons in diameter. Thc films were epitaxially aligned to the pramn orientation of the
substrate during the aneaing proem slting ins large-gaine superonductor film. These films were
approximately 0.5 Micron thick.

Material Removal

It is important to establish the wat of material removal using the ablation process, the local and
global effects of the ablation proess on the film, ad the resolution which can be obtained.

Care was taken to choose superconductor film whose surface toughness was no greater than 1,000A.
since the total film thickness was approximately I Micron. The etch depth as a function of number of
pulses is shown in Fig. I for several different lase fluecoes. These data werc used to generate the etch
mae a afuntion of loweflueniceas shown in Fig. 2.

FLUUNCIE (J/CMI): V :5.19 *:2.15 0 .. 50 HIGH T. M CODC TOR VfCH ATE AT 1B3 am

IA

12..

1.a

S0.4

NUIJSER OF PULSES FLUENCE (J /00u2

ftg I Fig.2

Etch depth of polyrystamlne YBaCuO film Etch ra of polycrystalline YRaCuO film as
as a function of numnber of la pulses (at a function of lase fluence (at 193mm).

-193=) for several fluences as indicated.
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The etch rate appears to Saturae at Iluerices grater than 4 J/cu'). Qualitaivel Similar behavior hasa

been observd in the eing of polycrystamn supercoducto Baa al 248 =m13 . However, the 1Psaa
work suggsts that the absorption depth. is maller at 193 sum which manifests itseff a a lowe etch Oat.

Several Lime were paterned and the resistance of the samsples was measured as a fixcton of tvin-
per-Jm for both patterned and umperned samples. No change in the R vs. T behavior was observed
for the film atter patterning (see Fa.).

30(~ %

Fig.3
Behavior of resance as a function of temperature after (a) sand before (b) excinwr lase

To detnnin whether flumes had any effect on the Baa, three narrow lie. a patterned inta
Bao at three diferent &momce (0.6, 2.3, 4.6 J/an2 ) coanapoding to the rang Of availabl A-me.h
crtical current denaity and transition tenipeatur were masured for each line and fonmd to be the sume,
within expeinmna erro, indicatin that flueces up to 4.6 i/an 2 have no apparent effe on the Sma.

A problemn generic to exciner, laser mirmeif*and ablation is that of debris formation. Tis
becommes a concern, especially, when critical or fine line resolution is requird. Extperiments were per-
fomned with Hlgb Tc Balm coated with photorems. The Baa were ablated byv first cuttig trou~A
the pbotoresist and then ttoaj the Hi~b-Te maerial Any debris that was generated was
emabedded/attached to the pbotmast surface. After pattrnng the mulswere rind with ethanol
tbereby mmaovag the debris along with the pluotoremist. This proeadure was found to have no efie on

th specodutigpeiertie of the Ba and has been extensvel used.
Thes apparatus has been used to geerate feWaurs. awlu as 2 sm insa routine fashion. Smaller*

features can and have been made but tend tu be dificult to facte in a reproducible, mumer because .
of mechanical vibraions, optical aeratos, debris fomation. etc.

Many dIfNt structures have been patterned into supesconductor. both directly and tlunums
pliotomeist. The coplanar tranmson lines in Fig. 4 ilustrate the feasibility of patterning over Impv
area. These lines are 12pim wide on 22pm center spacin. It was possible to maintain thes dimensions

ovrthe 3umm laughi to within O.5pme.

Eichner bean mkieatere superconducting; utansmahvmon' ls on MSO. Ccnductors
an 3mm lon and 12 mm wide on 22 jan center spacing.
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Fine structure such as Higb-Tc supercnductor 'micrbid~ have b-e panaened (Fig. 5). These
mrowidwa we exceullent umns for the investigaton of important prnmesu, such as the articeal

esinmn density. Dece the aterin can be viewed in real tim, it is poasib to avoid patening in
defbctive mss of a filmn. The. inicrobsidgas have been used as the basic buildn blocks for (SQUIDs),
mid wat used to demonstate the firm SQUID deices operating at liquid nitaugn ternapeatures.14

Fig.5
Nanow line patterned in polycrystalline film. Such lin are convenent for measuring critical
current densiis and me the building blocks of SQUIDs.

1+- 250 Oun -+I

Schematic (left) representatio of exciiner lase micpattming of lines within and across
ons* pain. PMot (righ) shows actual patter. Adjacent crystals; appear it' and 'dark'
using oblique luminmatintchnique.

The selectivity Of the paea was exploid in the study of pain boundaries. Fig. 6 depict the type
of pattern wse to study the I aspoe- supeti of pain bounidmies ad their adjacent pmis In the
imtwa woek, emel pa- was approzinately 100 microns in diasmeter. The excmwe lase was used to

pat inesa within each p- ad a-a the pai boundary. T7ns week gav the firt direc proof that
pain boundares me rensible for low critical curen densities in polycrytf films.'s In addition,
these nuCI1dpS Mass pm boundaries war. found to ad as Josephson Junctions and therefore ap-
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Fig.7

SQUID patterned in an epitaxial film exploiting properties of the grain boundary.

Susmnar

Focussed excimer law beams offer a means for the rapid, direct, maskless, pattrng of Higb-Tc
films. It is poible to pattern High-Tc films with a resolution on the order of I gum with no apparent
degradation of the films superconducting properties. The technique has been used to pattern a varety
of structures including tranmisson lines and SQUIDs as well as help to elucidate flsndamental physical
properties of High-Tc films such as the role of grain boundaries.
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MASS SPECTRo RIC POBIUG of LASh-IDUCED MATERIALS
VAPOR TRANSPORT: GRAPHITE AND SUPERCONDUCTING YB&2CU30 x

DAVID. W. DONNELL, P. K. SCHENCK, AND J. V. HASTIE
National Institute of Standards and Technology, Caithersburg, MD 20899.

ABSTRACT

A very high pressure-sampling mass spectrometer has been used to
identify the vapor transport species and determine the thermochemistry and
kinetics of laser-induced plumes produced from graphite and superconducting
composition YBa2Cu3Ox targets (x = 6.5 to 7). An electron impact ion source
was used for the ionization and detection of neutral plume species. The
plumes initially contain -1 atm (1 atm = 101.325 kPa) of neutral and charged
atomic and molecular species in a vacuum of <10-7 atm. Time resolved mass
spectra were obtained with graphite targets for the neutral plume species Cn
(n = 1-9) for varying laser fluence, laser-surface interaction geometry,
vapor plume-sampling geometry, and target surface morphology. Relatively low
abundance charged species C1T, C2

+ , C3+, and impurities Na+ and K+ were also
observed in the laser-induced plume.

Mass spectra obtained with superconducting YBa2Cu3Ox targets showed a
variety of species in the laser-induced plumes including both neutral and
ionic Y, Be, and Cu. In addition, molecular species such as 02, BaO, CuO+,
YO and bimetallics (BaCu, YCu) were observed.

INTRODUCTION

The study of the effects of laser-induced material transport has been the
subject of considerable research effort for more than a decade. The use of
laser energy as a focused, high-temperature or high energy surface excitation
source is an attractive technique for material transport (thin film-making,
etching, CVD, etc.) and for surface analysis using either mass spectroscopic
or optical techniques. In general, rather different gas-producing processes
can be involved: (1) laser desorption, where the laser provides only enough
energy to remove adsorbed, chemisorbed, or non-refractory species; (2) laser
vaporization, where the laser acts as a thermal source, vaporizing
refractory, chemically bonded species in approximate local thermodynamic
equilibrium; and (3) laser ablation, where the laser energy is so high that
it disrupts chemical bonds indiscriminately, and multiphoton ionization is a
significant process. Although all of these processes may participate to some
extent in applications, it is important to identify and characterize, on a
molecular level, which process(es) predominate in order to relate the vapor
deposition process to the properties of the deposit.

Where the substrate is not sufficiently refractory and/or not a
sufficiently good thermal conductor, both vaporization and ablation may
occur. As ablation begins to dominate, laser disruption and ionization
occur, leading to a more uniform emission of the underlying composition. In
the extreme limit, only atoms and ions enter the vapor state. Both of these
processes are of considerable interest to applications such as filmdeposition from ceramics and metals, etching of electronic, optical, and high

temperature materials, and laser-analytical measurements, as well as to
fundamental studies of high temperature thermochemical properties (eg. see
1-8]. The need for thermochemical data of materials at temperatures beyond
2000 K and with vapor pressures above the typical Knudsen experimental
collision-free pressure regime of about 10-4 atm (1 atm = 101325 Pa) is a
major driving force for adapting Laser heating processes to u
vaporization studies.

We have developed mass spectrometric and concomitant optical diagnostic
techniques to explore the gas phase above surfaces under laser attack. The
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coupling of a high power laser to a high pressure-sampling molecular beam
mass spectrometer, with electron impact ionization for detection of neutral
vapor species, shows promise as a new thermochemical characterization
tool [9]. In typical laser heating experiments, vapor is generated by a
pulsed Nd/YAG laser focused at a target surface. The generated vapor has
high instantaneous pressures (> 1 atm), even in a well pumped vacuum system,
resulting in a gas-dynamically stabilized plume.

Nams Spectrometry

The basic apparatus has been described previously (9, 10], and consists
of a four-stage, differentially pumped vacuum system with molecular beam
defining collimating apertures separating each pumping stage. The lowest
stage (laser impact--plume formation region) has an open geometry with net
pumping speed >> 2000 1/s, to minimize background interference with the plume
and molecular beam forming processes. No evidence was found in our earlier
laser vaporization studies for background-induced perturbation of species
identities or the partial pressure distributions. The laser impacts the
sample surface at an incident angle from 15 - 45" (75 - 45" from normal
incidence), and, for the present study, the system geometry was modified to
permit molecular beam sampling normal to the specimen surface.

The mass filter is a quadrupole system with a mass range of 1 - 1600 u
(standard unified mass units) and typically unit resolution or better.
Neutral species are detected as positive ions generated in a cross-beam
configuration electron impact ion source with variable electron energy.

The laser used for the present studies is a Nd/YAG 20 Hz pulsed laser
with a typical pulse width of 10 ns. Discrete wavelengths of 355, 532, and
1064 nm, with energies up to 200 mJ per pulse at 1064 Tm, are available. For
this work, the 532 nm wavelength was used as it provided the best match of
energy and vaporization conditions (10 - 40 mJ focused with a 50 cm focal
length lens onto a 250 om spot). A radiometer was used to directly measure
the laser fluence periodically during experimental runs to confirm constant
laser power conditions. Alignment of the laser impact point with the mass
spectrometer (MS) beam-acceptance axis was monitored using a photodiode
located just above the mass filter ion source.

The sample targets were mounted on a two-axis translation stage,
allowing samples to be positioned or restered, as desired, between laser
shots. Raster rates up to 200 om/sec are possible (100 pm/sec typical) with
a 95 percent heated area overlap and a -250 pm beam spot diameter.

The primary signal detection technique provides time resolved (time-of-
arrival, TOA) ion intensity signals for individual masses by tuning the mass
spectrometer to a specific mass value and directly signal-averaging (for
typically 100-1000 shots) the detector output.

RESULTS AND DISCUSSION

Ornits Tarsats

With the perpendicular (on-axis) sampling geometry, the molecular beam
pattern deposited on the first collimation aperture plate clearly coincided
with the mass spectrometer beam axis, even though the periscoped laser beam
was directed at the surface at approximately a 15-20' angle (relative to
parallel incidence). The mass spectral data indicated that the carbon Cn (n
- 1-5) peaks were present at similar intensities to those observed earlier
using an off-axis sampling geometry 11].

Using time-of-arrival single peak detection, mass peaks corresponding to
C1

+ 
- C5

+ were observed under conditions where these ions were produced both
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by electron impact of neutral Cn and directly by the laser. With the
electron impact (El) ion source filaments off, laser-produced ions are the
only detected species. Note that the quadrupole system is more sensitive, by
a factor of about 104, to ions than to EI-detected neutrals. The on-axis
relatively broad peaks were not present with the ionizer off, which
establishes their origin as laser produced neutrals. Figure 1 shows typical
TOA profiles for C1 -C3 . The C1 profile clearly shows a bimodal and possibly
trimodal structure. The earliest peak is independent of electron impact
ionization, showing that it is laser-produced C1 ions. The C2 and C3 TOA
profiles are also multimodal with the fastest peaks being essentially all
laser-produced ions, in marked contrast to the earlier off-axis profiles
which showed single peaks [101. The broad, slower TOA peaks begin earlier in
time, but otherwise correspond with TOA peaks observed for the gas-dynam-
ically cooled neutral plume species in the earlier off-axis results [10].

Both the peak width and time-of-arrival indicates the fastest, narrow
peaks to be translationally very hot (-8,000 K). The time scale for their
formation and depletion also suggests that they are not associated with the
plume of predominantly neutral species. The peak times-of-arrival for the
ions and hot and cool neutrals, correspond to temperatures (directional
Maxwell distribution) of 8000 ± 1000 K, 2500 ± 500 K, and 300 ± 100 K,
respectively. From our earlier studies, the plume-surface interface region
temperature is 4200 ± 200 K, and the plume density and individual species
concentrations are consistent with this temperature. Hence the plume
formation process has a spatial and temporal temperature distribution which
is not unexpected for the gas-dynamic conditions present. The ions are
apparently part of the pre-plume formation process and should serve as probes
of the plume onset and expansion cooling process. It should be noted,
however, that our measured ion concentration is of the same order of
magnitude as that expected from a Saha-Langmuir calculation [11] of the
thermal concentration in equilibrium with neutrals at 4200 K.

Relative intensities of the neutral Cn species were found to vary with
laser fluence and surface morphology due to photochemical and surface
accommodation effects, respectively.

32A _149 Targets _

Typical time-of-arrival signals from the mass spectral analysis of the
plume generated from the laser vaporization of the high temperature
superconductor YBa2Cu3Ox are shown in Fig. 2. Species were identified by
isotopic ratio measurements. The mass spectrometer signals for the metal
atom species Y, Ba and Cu consisted of bimodal signals like the signal shown
in Fig. 2A for mass 63 (Cu). As in the case of graphite, the fast component
is identified as coming from ionic plume species and the slower component
from cooler neutral plume species. The signal at mass 79, identified as CuO
in Fig. 2B, consisted only of ionic plume species.

Figure 2C shows the signal from mass 32 (02) which is bimodal also. The
observation of molecular 02 in the plume is noteworthy. Laser deposited
films from YBa2Cu3Ox  targets are usually 0-deficient [12], and the
observation of molecular oxygen may be indicative of O-atom recombination in
the plume or at the plume-surface interface. The much lower reactivity of
molecular 02 relative to 0, and consequent lesser incorporation in the
deposit, may be one mechanism leading to the observed oxygen deficiency in
laser-deposited oxide films.

In addition to the plume species mentioned so far, mass spectrometer
signals identified as H20, C02, BaO, YO, Na+ , K+ and bimetallics (CuBa, YCu)
were observed in the plume [10].
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Figure 1. Time-of-arrival intensity profile (arbitrary units) for C1 ,
C2, and C3 (Figs. A, B, C respectively) obtained with both the
laser and ionizer on and with on-axis sampling of the plume.
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Figure 2. Time of arrival intensity profiles (arbitrary units) for
mass 63 (Cu, Cu+) , mass 79 (Cu0+), and mass 32 (02. 02+)
(Figs. A, B, C respectively) obtained with both the laser and
ionizer on and with on-axis sampling of the plume.
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CONCLUSIONS

The present results indicate that the vaporization and ejection of vapor
species by laser heating and excitation produce both equilibrium and non-
equilibrium effects, particularly in relatively low-melting ceramics. Vapor
plume formation is non-homogeneous, both in space and time. Fast, very hot,
non-equilibrated ions were produced on-axis early in the laser-surface
interaction phase. On-axis hot neutrals were also detected prior to the full
development of an expansion-cooled plume jet. At later sampling times, and
with off-axis sampling, only cool neutrals were observed. Under the latter
conditions, which can comprise the bulk of the material transported, the
species intensities appear to follow those expected for an equilibrium
vaporization process.
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EJECTED PRODUCT ENERGY DISTRIBUTIONS FROM LASER ABLATED SOLIDS

H. HELVAJIAN, AND R. P. WELLE, Laser Chemistry and Spectroscopy Department,
The Aerospace Corporation, P. 0. Box 92957, Los Angeles, CA 90009.

ABSTRACT

At laser threshold fluences near ion product formation, we have meas-
ured the ejected ion kinetic-energy distributions from the UV laser ablation
of crystalline aluminum and silver targets. The mean kinetic energy is
found to be hyperthermal.

INTRODUCTION

The recent growth in laser based processing has directed research ef-
forts to better understand the laser/surface interaction phenomena. The
hope is that a measure of control could be gained during the laser process-
ing of specialized novel materials. Experiments have shown that the funda-
mental processes are dependent on both laser intensity and wavelength.
Furthermore, the nature of the surface (adsorbed impurities, surface
morphology) plays an important role in defining the character of the initial
excitation.

We have prepared an experiment which measures, for a single laser shot,
the ejected mass and nascent velocity distributions of ablated ionic speciesat laser threshold fluences for product formation. We have chosen to study

first the nascent ionic species as they have the highest potential for re-
activity in the above surface chemistry. Using time-of-flight mass spec-
troscopy, we have measured the nascent kinetic energy (KE) distributions
from the UV (248 ma and 355 nm) laser ablation of crysLaliiae silver and
aluminum. For these metals, we measure the initial ablated ione to have
kinetic energies in excess of that predicted 1y any thermal process (e.g.,
9 eV; 3 eV FWHM for silver). Our laser fl ences at threshold (15-150 mJ/
cM2

) are below the damage threshold of the material and also below that
necessary for generating an ibove surface plasma. Furthermore, at the laser
intensities used (1-15 MW/cm ), the calculated localized temperature rise is
less than 100 K. The KE distributions are differcnt for each metal but are
invariant with wavelength (248 nm and 351 rm) for a given metal. At least
for the case of silver, the energy absorbed per ejected ion seems to be
constant (58-62 eV/ejected ion) for the two laser wavelengths. The fact
that the N1 (

4
P?/2) , N2(4p1 /2) core excitation energy for silver are at

58.5 eV and 64.5 eV, respectively, suggests the possibility that the initial
energy absorption is through an electronic excitatiorn in the solid.

EXPERIMENTAL

The experimental apparatus is drawn schematically in Figure 1. An
ultra high vacuum chamber contains the target which is positioned normal to
the axis of the time of flight (jOF) mass spectrometer. The chamber pres-
sure is maintained below 4 x 10

-  
Torr during the experiment, and at these

pressures the time for impurity monolayer formation exceeds that for an
experimental run (20 min). The output from an excimer laser (Lumonics)
operating either with KrF (248 nu) or XeF (351 nm) laser mixes is
collimated to reduce the beam divergence, and is then passed through a
gas absorption cell which contains a mixture of F /Ne (52), which allows for
variable attenuation of the incident laser intensity without any additional
beam steering. The focussed (f - 50 cm) laser beam strikes the target at 45
degrees with a I x 2 am spot size. The intensity distribution, as measured
by a reticon array, is uniform horizontally and nearly Gaussian vertically.

et. t",. 5.,. Symp. P... Val. 120 f a ti Annr.h Society
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Fig. 1. Experimental Setup.

The TOP mass spectrometer is designed so that the target (13 urn dia.
wafer) mounting plate acts as the first plate of the TOF and is biased posi-
tive relative to the extractor plate, thereby accelerating ions produced
toward the TOP extractor plate. The voltages on the various TOP grids can
be independently set, except for the target plate, which is always main-
tained at a potential 10X higher than the TOF extractor grid. All voltages
are calibrated to 1%, and to correct for supply voltage drift, we automatic-
ally measure the pertinent voltage differences for each laser shot. The TOF
was calibrated by using a second laser to resonantly multiphoton ionize
(REMPI) Xe gas at thermal velocity. Our error in measuring the XE is 1 eV,
which corresponds to a 10 nsec error in the arrival time.

The signals from the TOP mitcrochannel plate detector (Galileo; response
time 1 ns) are amplified by two sequential amplifiers (Lecroy; 200 Mliz band-
width; gain - 10) and then digitized by a transient recorder (Transiac
100 MHz). Data from the transient digitizer is recorded by the computer
(DEC 11/73) for each laser firing, along with the TOF voltages and the inci-
dent laser energy. The metal targets are single crystal wafers (Atomergics
99.99% prte) and were etched and degreased before inserting them into the
UHlV chamber. Prior to each data taking the surface is further cleaned by
laser ablation with the laser fluence set well above threehold.

RESULTS

It is necessary that the TOP mass spectrum be measured at the laser
threshold fluence intrinsic to the ablation process. In rhis regard, we
have found that if we analyze a data set (a number of individually acquired
signal traces) by its topography rather than the individual amplitudes, our
sensitivity to measuring intrinsic threshold signals increases. By the use
of contour type plots, we are able to measure signls with the laser fluence
set to a lower level. Figure 2 shove a contour plot of 600 individual TOF
traces of the 248 ms laser ablated ion Ag

+ 
from a crystalline silver tar-

get. The figure shows that during the experiment the laser fluence was
first held constant and then programmed to slowly increase. At the time
of ablatio, the kinetic energy (XE) distribution can be calculated from the

TOMMINK~F _______CELL
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Fig. 2. Contour plot of a series of 600 mass spectra of silver monomer
ablated at 248 ne. The spectra are sorted for incident laser energy, which
is plotted on the right.

width in the TOF arrival times, and as the figure shows, the distribution
broadens after a 20% increase in the laser fluence above threshold. Also
seen in the figure is that by controlling the ablation laser fluence (e.g.,
fixed energy, and uniform intensity profile) consistent product KE distribu-
tions can be measured. Figure 3 shows three TOF mass spectra of the sub-
strate ions Ag, Ag2+, and the ionized adsorbed species Fe

+ 
taken at 248 nm

with the laser fluence fixed at the ion production threshold. Each spectrum
is a sum of 300 individually acquired laser shots. The two silver isotopes
(107, 109 amu) and the three main isotopes of iron (54, 56, 57 amu) are
resolved with the ratio of the peak heights as found in natural abundance.
Also shown in the upper scale is the ejected ion kinetic energy calculated
for a specific mass isotope from the corresponding arrival times. The data
show that at threshold laser fluence the ablated ion species regardless of
mass and surface binding (substrate/adsorbed) character have a mean kinetic
energy <KE> of 9.0 eV with a distribution (3 eV FWHM). We have also taken
data at 351 nm laser ablation and measure the same <KE> and distribution.
Contrary to these results are the KRE distributions with the laser fluence
set much higher (>50% above threshold). They tend to be much broader (Fig.
2) and can be fit to a hot Maxwellian distribution. Figure 4 shows a TOF
mass spectrum of the Al+ ion ablated from a crystalline aluminum target.
The spectrum shows that the KE distribution for the ablated Al+ is much
broader (10 eV FWHN) than that measured in the silver ablation. We are as
yet not sure if the width in the KE distribution is intrinsic to the ion
desorption or if it has broadened due to long range interactions in the
ablation process. Hovever, the figure does show that the fastest ions have

kinetic energies close to 16 eV. This value also corroborated with the
results of a retarding potential experiment.
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Fig. 3. A 300 shot sum mass spectrum of 248 na laser ablation from a silver
target with adsorbed Fe. Major ablated ions measured at threshold are
shown. Kinetic energy for a specific isotope is given in the upper scale.
Zero kinetic energy is defined by the arrival time of a REMPI thermal Xe.
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Fig. 4. A 300 shot sum mass spectrum of 35km laser ablation of a crystal-

line aluminum target. Natural abundance of LAl is 100%.



3,3

DISCUSSION

The observation of fast ions in moderate fluence laser ablation experi-
ments is not uncommon [1). The XE distributions tend to be very broad with
the average energy being a function of the laser intensity [2]. To our
knowledge our results are the first to show that the threshold laser able-
tion of certain metals, where plasma effects are negligible, results in
hypervelocity ions with very narrow XE distributions.

For a specific crystalline metal target (silver and aluminum), the
kinetic energy of the ejecta do not vary with wavelength (248 na and
351 n), nor with the ion product mass, and within limits is independent of
the incident intensity. These results cannot be explained within the frame-
work of a number of potential mechanisms such as a) laser photolysis of an
adsorbate, and b) field ionization of an adsorbate or evaporated substrate
species. If the hypervelocity product ions are formed via laser photolysis
of an adsorbed precursor, then we would expect variations in the ejected
kinetic energy with wavelength as well as some dependence on the differences
in binding potentials between physisorbed and lattice bound species. Laser ;
field ionization of thermally desorbed species followed by coulombic repul-
sion is also difficult to rationalize. At the laser power densities used in
thi experiment, the electric field strength near the surface (2-9 x
10-1 V/ha) is orders of magnitude lower than that used in field ionization
TOP mass spectrometry (10 V/m) [3). In addition, a kinetic energy deficit
is observed in the TOP mass spectrum by laser field ionization. The energy
deficit is due to the ionization of the species at a critical distance above
the surface which is laser field dependent [4]. Our results show a kinetic
energy enhancement rather than a deficit, and we do not see variation of the
kinetic energy with laser fluence near threshold.

It is known that the laser fluence threshold for electron desorption is
far below that for ion desorption [5]. Given this fact, our results could
be explained by an electrical acceleration mechanism generated by a sheath
of electron density above the surface. Two of our experimental results
provide evidence contrary to the existence of an electron sheath. In the
laser ablation of the Ag target, we observed the same iE distribution at
both laser wavelengths, even though the photon energy at 248 nm is above the
silver work function. Similarly, we do not see any change in the RE when
the laser fluence is increased up to 202 above threshold. One could argue
that the electron density in the sheath is space charge limited, it seem
that would give KE energy distributions broader than what is measured. We
are attempting to model the effects of the space charge limited electron
density on the ion 1E distributions.

results, especially with low laser fluences suggest that a fraction
of th absorbed energy must remain localized to permit ion desorption, and
furthermore, the desorbing ions are constrained in their KE. From our ex-
perimental results, the specific mechanism by which the ion is actually
formed and ejected is not fully apparent. However, we have some evidence
which supports the notion that the ion formation and ejection process is
induced via, an electronic excitation in the solid. The production of ions
at the relatively low laser fluences (15-150 ai/cm2 ) might be the result of
electronic resonances in the solid or due to surface impurities which can
enhance a process by localizing the deposited energy. The impurity concen-
tration at the surface was minimized during the target preparation cycle.
Prior to taking data, roughly 30,000 laser shots are fired at the test area
to remove adsorbed contamination. A small amount of contamination could
still be present (perhaps the adsorbed Fe) which may artificially lower the
threshold for ion production. The KE distribution of all ejected ions from
a properly prepared surface is the same and very specific to the target
(silver, aluminum). The similarity, regardless of masa, in the ejected
kinetic energy distribution, along with the experimental results of the
photon dependence where for both laser ablation wavelengths (351 on 3.5 eV,

--I ---
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and 248 on 5.0 eV), an average of 58-62 eV is absorbed per ejected ion
suggests that the initial energy absorption process is through an electronic
excitation in the solid. Further support is the fact that the Nl(4pJ/2 ),
N2 (4p 1 1) core excitation energies for silver are at 58.5 eV and 64.5 eV,
respectively. An electronic core excitation does not necessarily lead to
ion ejection. It can however create ions through a mechanism originally
outlined by Knotek and Feibelman [6). Given that our photon energies are
only a few eV, the creation of a core hole in silver requires a multiple
photon absorption process. Recently, it has been suggested that electronic
surface states due to defects may help, through resonance enhancement, the
absorption of multiple photons [7). We are now planning experiments where
we will measure the RE distributions as a function of laser wavelength and
temporal pulse shape. What is not imediately clear to us is the mechanism
by which this electronic excitation is converted to atomic motion. It is
known that two and three hole Auger final states decay at a much lower rate,
essentially trapping the excitation at a particular site [81. It is also
known that in an Anger decay process, bulk plasmons can be excited [9]. The
values we measure for the ion KE have a fortuitous correlation with the bulk
(longitudinal) plasmon frequency of the target metal. Using the free elec-
tron metal model, the calculated plasmon frequency for silver and aluminum
are 9.0 and 15.8 eV, respectively (101. The experimentally measured fre-
quencies are 3.78 eV and 8.0 eV for silver (111, and 15.3 eV for aluminum
[121. Our results show that ions are ejected from silver with 9 eV of IE
and with 15-16 eV of <IE> from aluminum. If in fact our measurements are
related to the plasmon frequency, then it is not clear why we do not measure
ion XE corresponding to the 3.78 eV bulk plasmon. Otto et al. [111 have
concluded from their spectroscopy on silver that the 3.78 eV and 8.0 eV
absorption corresponds to the out and in phase oscillations between the free
conduction bend electrons end the bound d band electrons. Perhaps the in
phase oscillation can more readily promote ion acceleration. Clearly, more
experiments along with a theoretical model are needed to pin down the under-
lying mechanisms. We are now preparing experiments to see if this correla-
tion holds with other targets as well, and to see if the predicted laser
polarization effects could be observed.
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SPACE/TIME RESOLVED ANALYSIS IN pm/nsec SCALE of LASER
BEAM-SOLID SURFACE INTERACTION IN GROUP IV ELEMENTS

A. Kasuya and Y. Nishina
Institute for Materials Research, Tohoku University, Sendal 980, Japan

ABSTRACT

Dynamical characteristics of laser desorption and chemical processes in
Group IV elements have been investigated by means of space/time resolved
optical spectrometry in micrometers and nanoseconds scale on the light
emitted from desorbed particles. The results suggest that desorbed atoms
are coagulated in the form of large size clusters in a few ns after
laser excitation. These clusters subsequently decompose into their
ultimate forms of monomers. This interpretation is consistent with the
conclusion drawn from our time-of-flight analysis of decomposition in 100
ns time scale.

INTRODUCTION

The dynamical process of laser ablation on solid surface is not well-
understood, part cularly in the range of. laser intensities from 20 MW/cm'
to several GW/cm' and of the pulse duration in nanoseconds for group IV
elements. The thermal model of laser vaporization has been applied to Si
below 20 MW/cm2 range in the temperatures up to its melting point [I]. For
a higher level of laser power, large discrepancies are found between
experimental results and prediction by the model with no account for the
extremely high kinetic energies and degree of ionization of emitted
particles [1-3]. Our previous measurements show that these particles
exhibit a sharp increase (threshold) over three orders of magnitude in
their yield under N2 laser excitation of 10 ns pulse duration [4]. One may
note that the pulsive period of laser fluence in nanoseconds is comparable
to or longer than that for surface atoms to go through the phase transition
from solid to gas. Hence a realistic model has to account for the
excitation of surface atoms under transient conditions of the phase change
for appropriate prediction of final energies of the desorbed particles.
The thermal model deals only with the excitation of surface atoms in the
solid before their desorption into vacuum. There are refined models which
take into account the energy states of emitted particles after their
desorption (2]. These models consider the photo-excitation of desorbed
atoms through inverse Bremsstrahlung process [2]. This process becomes
significant in the excitation range well above 1 GW/cm , where the desorbed
(vaporized) atoms/ions reach a density high enough to absorb sufficient
laser energy through collisions with free electrons in the vap r. Hence.
this model can neither be applied for excitation below 1 GW/cm2. nor
predict the presence of a threshold in ion yield (4].

In order to investigate the state of desorbed particles under GW/cm2

and nanosecond range of excitation, the light emission from the plume of
desorbed particles is analyzed both in space and time using a streak camera

°* system. Our preliminary measurements on graphite and Si by KrF laser irradi-
ation [5.61 show a feasibility of analyzing the transient process of laser
desorption in a time scale over nanoseconds and in space over micrometers.
This paper presents our measurements extended to other group IV elements
with the beams of both KrF and ArF lasers with their photon energies of
5.0 eV and 6.4 eV. respectively.
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EXPERIMENTAL RESULTS

Our experimental setup consists of a streak camera combined with a
single monochromator [5,6]. The streak image records the spectrum for each
laser shot by a television camera with a silicon intensified target. In
most of our measurements, the excimer laser beam is incident normal
(z-axis) to the surface of the target. The plume of emission is viewed
from a direction (x-axis) perpendicular to the z-axis. The entrance slit
of the camera opens up to 5 mm in width in the y-direction. Three
different modes of measurements are performed 1) The z-y mode: The pattern
integrated over time and wavelength of the emission in the z-y plane. In
this mode. the emi ted light in the z-y plane is focused on a photocathode
of its area 5x5 mV in the streak camera tube without applying a streak
pulse. The monochromator is also removed. 2) The z-t mode: The time
evolution of the emission focused along the entrance slit in the z-direc-
tion. This mode may be operated with or without a monochromator. 3) The
z-A mode: A time integrated wavelength spectrum of emission along the
z-direction. The light is dispersed along the y-direction.

Measurements on graphite and comparison with other group IV elements

Figure 1 shows a z-y pattern of the plume from graphite surface
excited by the lasers of KrF, (a) and of ArF (b). Both patterns show that
the spot of maximum intensity is not located at the surface but at a few
tenths of a millimeter off the surface. In these figures, the maximum
intensities are normalized to a common level. Hence, the intensity
distribution is much more confined in a small area for Fig. l(b) than for
l(a). The pattern in Fig. l(b) is similar to that found in Si for KrF
excitation given in [6]. The following experimental observations suggest
that the difference between Figs. l(a) and l(b) comes from the difference
in the wavelength of laser beam rather than the slight difference in the
temporal profiles of laser pulse between KrF and ArF: 1) The spectral
characteristics of graphite by ArF excitation (shown below in Fig. 3)
becomes similar to that of Si by KrF excitation, although they are quite
different when excited by the same KrF laser as reported in [5] and [6].
2) In case of Si, both spatial and spectral characteristics are similar
between excitation by KrF and ArF as found in our present measurements.

DISTANCE Z (mm)
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Figure 1. Time-integrated image of the plume emitted from a graphite
surface excited by (al KrF laser, (b) ArF laser pulse at their peak
intensity of 50 i4/cm. The distances y and z are measured along the
tangential and normal directions with respect to the irradiated surface of
graphite, respectively. The relative scale of intensity is digitized
linearly by dot patterns shown in the inset.
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Figure 2 shows a z-t pattern of graphite excited by ArF laser.
This pattern corresponds to the time evolution of emission intensity along
the z-axis of Fig. l(b). These patterns show that the positions of the
maximum intensities are not only off the surface but also delayed with
respect to the time of maximum laser intensity. Furthermore, the intensity
near the maximum is not a smooth function of both z and t, but exhibits a
series of sub-maxima. Figure 2 indicates that there exists two directions
of expansion; one points nearly downward, and the other nearly horizontal.
The former component of emission in Fig. 2 is concentrated in the region
around the maximum intensity in Fig. l(b). while the latter is distributed
over the region of weaker intensity around the maximum in Fig. l(b). Since
the slope of the principal line of the pattern in the z-t plane represents
the velocity of expansion, the former expands much more slowly than the
latter. These expansion velocities are deduced to be in the order of 105

cm/s for the former (slower) component and over 106 cm/s for the latter
(faster). The presence of the double components of expansion is much more
conspicuous in graphite for its excitation by KrF laser, since the
intensity of faster component is much higher than the case by ArF laser as
shown in [5].

Similar z-y and z-t patterns are obtained for other crystals of group

IV elements. The results for Ge is quite similar to the case of Si. The
variation in going from Si to Ge, to Sn and to Pb is the increase in the
emission intensity of the faster component with respect to the slower as

observed in graphite for the change in excitation by ArF to KrF. In case
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Figure 3. The emission spectrum
1 " by ArF laser ( 193 nm) excitation

0 in the vicinity of 427 nm (ionic),
Z 270 and 248 nm (neutral) lines of the

L plume along the normal (z) to the
> surface of graphite.It 60
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Figure 4. The time evolution of the plume emission from Si surface along
the z-directlon at (a) y-O, the center of the plume, (b) y-1/8 mm off-
center, (c) y-1/4 mm off-center, and (d) y-3/8 mm off-center.

of Pb, the two components of emission begin to merge together in z-t plane.
Figure 3 shows the z-A pattern of emission spectra of graphite for ArF

excitation at the wavelength of 193 n2. The brnad spectrum at 427 nm
corresponds to the emission line (4f 'F° to id 5D) from atomic ions of C+,
whereas the sharp one at 248 nm (3p 'S to 2p 5S

O) from neutrals of CO.
These spectra are in contrast with those for KrF excitation in which only
molecular emissions are observed [6]. These spectroscopic assignments are
consistent with our results that the patterns of graphite and Si are quite
different from each other for KrF laser excitation, but similar for ArF
laser as mentioned previously. The spectral characteristics of emission
from other group IV elements are similar to the cases of graphite by ArF
laser and of Si by KrF [5,6] and ArF.

Angular dependence of the plume

The emission characteristicaof the plume can be analyzed more in
detail if the z-t pattern is measured off-axis towards the y-direction.
Figure 4 shows the change in the pattern observed in Si by focusing with an
increment of 1/8 mm along the y direction. The pattern tends to lie more
horizontally in the z-t plane as y increases. The decrease in intensity
corresponds to the decrease in the emission intensity in the y-direction
away from the center of the plume (y-O). The decrease in the slope in the
z-t pattern shows that the velocity is faster for particles emitted with
greater angle with respect to the surface normal.

Intensity pattern for off-normal incidence of laser beam.

All of the results shown in Figs. 1 through 4 are measured with the
laser beam incident normal to the target. Figure 5 shows the emission
pattern from SI when the surface of the sample is tilted 450 from the
direction of incident laser beam. The z-y pattern depends on the incident

a 0.8-

- Figure 5. The time integrated0.4 image of the plume emitted from

I ( Si surface with its surface
' tilted 45° with respect to the

-4 KrF laser beam. Incident
direction of the laser beam is
indicated by an arrow.

0 0.4 0.8DISTANCE (mM)
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angle of laser beam. The change in the pattern is such that the slower
component points towards laser beam, but not the surface normal. On the
other hand, the faster component does not change its pattern significantly
and remains to spread out in all other directions with respect to the
surface normal. This observation is confirmed by measurements similar to
those in Fig.4. The slower component appears only in the pattern in the
measurement made along the line coincided with the laser beam (along the
arrow in Fig. 5). whereas the faster one persists even in measurements of
z-t pattern above this line.

DISCUSSION

The following are the summaries of the experimental results described
above:
1) Overall emission patterns in both z-y and z-t planes are similar, but

are different in details for different elements as well as different laser
photon energies.
2) The intensity of light emission reaches its maximum neither on the
surface, nor at the time of the maximum laser intensity, but at a few
tenths of a millimeter off the surface and with a delay of about 3 to 15
nanoseconds from the time of laser peak intensity, depending on the
substance.
3) The emission intensity is not a smooth function of both z and t,

particularly in the vicinity of multi-peak intensities which take place
within a narrow region of the z-t plane.
4) The emission pattern consists at least of two velocity components: The

faster component is characterized by a) high velocity of expansion (low
density) b) isotropic emission intensity regardless of the direction of
expansion, and c) small delay in emission with respect to the onset of
laser pulse. On the other hand, the slower component is characterized by
a) the slow velocity of expansion (high density), b) the high directivity
of expansion toward the direction of laser beam. c) and considerable delay
in emission with respect to the laser pulse.

The feature 1) indicates that the observed phenomena are general
characteristics in laser desorption process and do not depend strongly on
detailed electronic or structural properties of the target materials or the
final chemical form of desorbed species. The features 2) and 3) imply that
aesorbed particles continue to change their electronic states after they
are removed from the target surface into vacuum. This change in the
electronic states continues even after the end of laser pulse. The
desorbed particles do not expand immediately into vacuum individually or
independently from the surface, but rather tend to keep their initial
density for absorbing laser energy before significant degree of expansion
accompanied by light emission. Our spectral analysis does not show line
emissions from multiply charged atoms [5.6]. Line emissions are observed
in the Eange between 200 nm and 300 nm fr m excited levels as high as 20.9
eV (4f F0 ) in graphite, and 10.4 eV (3p 2P) in silicon. Hence it is
unlikely that electrons in the outermost shell are so highly excited to
emit only those lines in the vacuum ultra-violet region in the process of
relaxation followed by emission of lines in the visible ( 200-800 nm) at a
later period of time. The feature 4) indicates the presence of extremely
high density of desorbed particles near the surface. Otherwise, the faster
coponent of desorbed particles would not gain such high velocities over
10 cm/s and the slower component would not emit light of high intensity in
a confined area of 1 mm2 or less.

The above observation may be explained in terms of a simple picture ofdesorption process that the surface atoms leave the surface in various

forms of clusters which eventually decompose into their final forms of
monoatoms and their ions. In the case of Si, for example, irradiated by
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100 MW/cm2 of 10 ns pulse duration, the surface atoms (within the skin
depth of laser beam) can not remain in solid for the entire period of
irradiation. Under such a transient situation, on the other hand, they do
not have enough time to be evaporated individually and uniformly, but
may desorb into various sizes of clusters in the region of skin depth
[3,7]. These clusters still have a large optical absorption coefficient to
absorb further the latter period of a laser pulse but are prevented from
dissipating excited energies into the bulk. The surface atoms, therefore,
become highly excited as soon as their clustering takes place. These
clusters of surface atoms eventually decompose, in the process of relaxa-
tion, either into atoms (or small molecules) with high kinetic energies or
into smaller clusters with high internal energies. This process of laser
desorption can account for observed high kinetic energy and ion yield under
a low excitation range where the inverse Bremsstrahlung process is
negligible. This proposed model also explain the laser desorption
processes in a unified picture under a variety of exgitation conditions.
In the region of low laser intensity ( several MW/cm or less) and long
laser pulse, the cluster desorption process is negligible and thus, the
thermal vaporization model is adequate to account for the experimental
results. In the region of very high laser fluences, on the other hand,
clusters desorb from the surface but decompose very rapidly because of the
high intensity of laser beam. Most of the laser energy is absorbed by the
desorbed atoms after being decomposed into monoatoms and their ions. Hence
the inverse Bremsstrahlung process is the dominant excitation process of
desorbed atoms. In the intermediate excitation between the above two
cases, strong absorption of laser beam by desorbed clusters is responsible
for the observed high kinetic energy and degree of ionization of the
desorbed atoms. Hence, the proposed model bridges the gap in the appli-
cability between the two models of thermal vaporization and inverse
Bremsstrahlung process.

CONCLUSION

The laser desorption process has been analyzed by space/time resolved
spectroscopy in nanosecond time scale and in micrometer space. Our results
show that significant changes in both physical a-d chemical process take
place in the desorbed atoms near the surface. This method of investigation
can be extended easily to picosecond regime for more detailed analysis of
laser beam-solid surface interaction. The authors would like to thank
Professor C. Hor and Professor T. Goto, and Professor K. Murakami of
Tsukuba University for valuable discussions, and the Mitsubishi Science
Foundation for financial support.
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ULTRAVIOLET LASER ABLATION OF A SILICON WAFER
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Pulsed laser irradiation at 248 nm can ablate Si atoms from an Si wafer. The
mechanism of this photoablation has been examined by laser-induced fluorescence
analysis of the Si products. The Si atoms are measured to leave the wafer surface

with averaged translational energy of 2.5 kcal/mol. The distribution of
translational energy is well described by the theoretical model for non-cascade
ablation processes.

1. Introduction

Recently. a large number of theoretical and experimental attempts have been made
to measure and explain the interaction of pulsed laser irradiation with metal and

semiconductor surfaces (1-3]. We have undertaken mechanistic studies which are
aimed at understanding the dynamics of the photoablation process by which light
pulses bring about the breakup of the Si wafer and cause the ejection of the

products. From experiments studying the light emitted from excited atoms [31 it is
well known that a fraction of the ablated particles are ejected in neutral states as
well as ionic states. In this paper we report on translational energy measurements

of Si atoms ejected from an Si wafer.

2. Experimental

A schematic diagram of the experiment is shown in Fig. 1. An Si wafer was

placed in the vacuum chamber pumped by an oil-diffusion pump. The pressure was
less than 10 ' Torr. A KrF excimer laser, operating at 248 nm, was used. The power

of the laser pulse was - lOmJ and the repetition rate was kept at 10 Hz. The UV
laser beam was focused onto an Si (100) wafer (undoped) with a lens of f=20 cm.

When the ablation pulse from the excimer laser impinged on the sample, a pulse

generator triggered a dye laser pumped by a YAG laser with a variable time delay and
subsequently monitored the fluorescence signal via a photomultiplier (RCA IP28) and
and a home-made time-reso!ved data acquisition system assisted by a mini-computer.

The time resolution was 10 os/channel. The photomultiplier was equipped with
suitable glass cut-off filters and a two-lens telescope. This telescope limits the
observing region of LIF signals in the chamber as small as I mm. The cut-off
filters were used to reduce the scattered excimer laser light. The photoejected Si
atoms were intersected 9 mm in front of the Si (100) wafer by the dye laser beam at

right angles. This geometry makes it possible to measure the velocity of the

ejected Si atoms. The 3p3Po state of Si was excited to 4s'P, at 251.43 nm. The
fluorescence from this state was observed at 298.8nm for 4s3P, -- 3p'D. Typical
signal shape is shown in Fig.2. The photoabsorption spectrum of Si atoms has such
a narrow peak that the dye laser wavelength could not be fixed exactly on the

electronic transition of the Si atom. The laser wavelength was scanned over the
resonant wavelength when measuring the LIF signal intensity for a certain delay
time.

'M. feL S.. ymp. Prem. Vol. 12 * . M wIIM Rs.mh SocM"
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Fig. 2. Laser-induced-Fluorescence
spectrum of Si atoms in the transition
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Fig. 1. Experimental setup for KrF
excimer laser inauced photoablation of
an Si wafer. Si atoms are detected by
laser-induced fluorescence technique
using a YAG laser pumped dye laser. A
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angles to two laser beams.
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atoms Photoablated from an Si (too) distribution of Si atoms photo-ablated
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lines: calculated curves fork5 0.22
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3. Results and Discussion

The LIF signal i:tensity was observed for the transition of Si Pt 251.43 nm as
shown in Fig. 2. We searched carefully for a transition of Si2 at 390 - 394nm [4]
but found none. The UV laser ablation produces mainly Si atoms. This result is in

agreement with the fact that a doubled YAG laser beam focused onto metal
substrates (Si, Al. Nb. Cu etc.) produces only atomic ions of metals but no
molecular ions when measured by the quadrupole mass spectroscopic analysis[5]. The
signal intensity is shown in Fig. 3 as a function of temporal delay between laser
pulses. The single intensity is shown in Fig. 3 as function of temporal delay
between two laser pulses.

The velocities (v) were calculated from the temporal delay (t) between the UV
pulse and the fluorescence excitation pulse since the ejected metal atom was
sampled at a known distance above the surface of the wafer.

v = I It.

Figure 4 shows the translational energy distribution P(Er ) of Si. which was
obtained by the following equations for E, and the Jacobian factor for conversion
from time (t) to energy.

6, = mv2/2 ()
J =tl/m

P (Er ) thus obtained peaks at ca. 2.5 kcal/mol as shown in Fig. 4. This value is
quite low compared with the results of sputtered metals generated in bombardment

with a few keV rare gas ions[6]. The ion bombardment causes collisional cascade in
solids to result in ejection of metal atoms from the surface[7.8]. Photo-ablation
occurs without external momentum transfer. Lin and his coworkers [9] have developed
a theoretical model for this non-cascade ablation using the transition state theory.
The translational energy of the activated complex along the reaction coordinate
becomes a part of the translational energy of the dissociation products. The
excess energy of the activated complex is divided into two parts. vibrational
energy Ev and translational energy E, The calculation of P(E )is essentially
the problem of calculating the distribution of vibrational energy among a collection
of oscillators. In this case the number of ablated particles at translational

energy E, will be proportional to the following equation,

P(Er ) = F, 1/ exp( - 8 E, ) . (2)

where B is a parameter that plays the role of "temperature" for the activated
complex. Equation (2) is essentially same as the thermodynamical one given by

Namiki et al.[2b].
The energy distribution of the ablated Si atoms was compared with eq. (2).

changing the 8 values as a parameter. The calculated result was not satisfactory.
then eq. (2) was modified as follows.

P(E ) ( E E 1 ) 2 exp G - 8 , ) (3) A
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where E, is considered as a sort of the surface binding energy which is usually
identified with the heat of sublimation in the collision cascade model [7,8]. E
is likely to be of the order of a few eV for the highly energized particles, but as
low as 0.1 eV for the slowly ejected molecules, for example, in the ion-assisted
etching of silicon by SF.[0].

Changing both 8 and EB as parameters, the set of experimental data were
simulated until a good fit was obtained. The result is shown in Fig. 3 for 8 = 0. 22
(kcal/mol) -' and Eb = 0.3 - 0.5 kcal/mol. The best-fit values of 8 and Eb
ranges in 0.20 - 0.25 (kcal/mol) I for 8 in 0.3 - 0.5 kcal/mol for Eb These
8 values correspond to the temperature of 2000 - 2600 K. Pospieszezyk et al. [1]
have reported that Si (110) surface is molten by irradiation of a 20 ns ruby laser
beam that evaporates Si atoms and that the temperature is estimated to be
substantially above 1200 K. If the molten surface and the ejected atoms are in
thermal equilibrium, the translational temperature is considered to be same as the
surface temperature. Our experimental results of 2000- 2600 K is reasonable as
the translational temperature. Concerning the very low value for Eb however. Eb
now can no longer be interpreted as a surface binding energy or the heat of
evaporation even though eq. (3) is considered as a weak interaction potential like
van der Waals potential between Si atoms ejected and the molten Si surface.

In summary. UV laser photoablation of Si atoms occurs via the mechanism based
on the transition state theory described by Lin et al. [9]
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Abstract: Experiments on the ablation of undoped polytetrafluoroethylene (teflon),

monocrystalline sodium chloride (NaCI) and polymethyl-methacrylate (PMMA) with

300 fs uv excimer laser pulses at 248 nm are reported. In contrast to standard 16 ns

excimer laser pulses, these ultrashort pulses ablate essentially uv-transparent materials,

heretofore not accessible to clean ablation, with good edge quality and no signs of

thermal damage, with removal rates are on the order of one micrometer per pulse.

Introduction:

Surfaces can be structured by exposure to intense uv laser light [1],[2]. A
wide variety of materials with different penetration depths for uv laser light and

different chemical constitution sho%% for certain fluence ranges high removal rates of

material on the order of micrometers per pulse, along with little or no thermal damage

to the edges. Thus the surfaces of many solids can be patterned with a resolution

down to less than one micrometer [3].

Essentially uv-transparent materials, such as undoped polytetrafluoro-

ethylene (teflon) or sodium chloride however, are not accessible to clean ablation with

standard excimer laser pulses at 308, 248 or 193 nm. Under these conditions teflon is

photochemically and thermally degraded (4] and, if at all, rather disrupted than etched

by ablation, while sodium chloride shows an undefined etch crater with cracks

reaching deep into the surrounding material. Recently, it has been shown that

ultrashort excimer laser pulses [5], [61 offer advantages for the structuring of

surfaces, and are a valuable tool for mechanistic studies of the ablation process

[71,48]. Furthermore, new materials have become accessible for ablation with 248 nm

excimer laser pulses. In the following, we shall describe ablation experiments with

PMMA, teflon and sodium chloride at 248 nm for excimer laser pulse durations of 16

ns and 300 fs.

Me. fts GO. Symp. Pc. Vol. 129. IS Ma telb ft*Ch SOCiety
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Experimental:
Materials: 4 mm thick commercial sheets of teflon (c248 = 158 cm- I [10],

density = 2.15 g/cm 3) and PMMA (extra purity kind, ROhm GS 214, ct248 = 102

cm-1 [7], density = 1.18 g/cm 3) and 5 mm thick commercial sodium chloride infrared

windows were used for the determinations of etch depth as a function of fluence.
Before irradiation, the surface of the samples was cleaned with methanol.

Procedure: The light sources and the experimental set-up have been
described in detail before [7]. The repetition rate of the laser pulses was kept at 1 Hz in

order to exclude effects arising from heating of the sample. The laser beam was
defined by a metal mask, focussed by a spherical quartz lens (f = 200 mm) and
directed at the sample. Etch depths were measured with a Dektak I A stylus

profilometer. In the case of PMMA and teflon, for each given fluence several

exposures at varying numbers of pulses were made, and the etch rates were obtained

by linear regression from the slope of a plot of the etch depth versus the number of
pulses (compare Fig. 3 of [7]). For sodium chloride the etch rate was calculated from

the etch depth and the number of ablation pulses. All irradiations were conducted in air

atmosphere.

Results:
Figure 1 shows the scanning electron micrograph (SEM) of a PMMA

sample, which had been exposed under a contact mask to 50 pulses of 2 J/cm 2 at 248

nm with a pulse duration of 16 ns FWHM (full width at half maximum). The etch pit
is well defined, but the bottom exhibits a considerable roughness, which can be seen

in a tenfold enlarged detail (see frame in Fig. 1) in Figure 2a. Figure 2b shows the

surface of a PMMA sample, ablated under the same conditions, except for the pulse

duration, which was 300 fs in this case. The surface is much smoother after fs-
ablation and the roughness is reduced by a factor of 10. The etch rates of PMMA for

ns- and fs-ablation are shown in Figure 5, and have been described in detail in [7].
Figure 3a shows the scanning electron micrograph of a teflon sample after

irradiation with 50 pulses of 2 J/cmr2 at 248 nm with a pulse duration of 16 ns. It is

obvious that the observed result cannot be termed ablation, as well as exact etch rates
cannot be obtained due to the surface morphology, which prevails the same, also for
higher fluences at the same pulse duration. In contrast, 300 fs pulses of the same

wavelength smoothly ablate teflon at fluences down to 0.5 J/cm 2. Figure 3b shows a
typical sample which had been subject to 240 pulses of l i/cm2 at 248 nm with a
pulse duration of 300 fs. The etch pit is sharply defined. The unevenness of the

I
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Figure 1: Scanning electron micrograph of a PMMA sample, which was ablated
under a contact mask by 40 standard excimer laser pulses of 2 J/cm2 and 248 n.a The
etch pit is well defined, but the surface of the ablated spot is rough.

bottom of the etch hole is due to diffraction at the aperture and inhomogeneities in the

beam profile. The ablated surface exhibits a roughness on the order of 1 lrm and

there is practically no solid debris at the edges of the hole. Figure 5 shows the etch rate

of teflon for pulses of 300 fs duration at 248 nm plotted versus the fluence. Below

300 mJ/cm 2 virtually no ablation takes place. For higher fluences, a typical etch curve

is observed, which levels off into a saturation plateau for fluences above 1 J/cm 2 . A
careful measurement of the etch depth versus the number of incident pulses shows a

linear rise from the first pulse on. This means, that in the covered fluence range,

and for 248 nm, teflon does, in contrast to other materials, not show incubation

behaviour [7], [9].

Figure 4a shows the scanning electron micrograph of a typical

monocrystalline sodium chloride sample, which had been subject to 15 pulses of 4.2

J/cm 2 at 248 nm with a pulse duration of 16 ns. We observe an undefined etch crater
with cracks reaching deep into the surrounding material. For the whole fluence range

of ns laser irradiation that induces material removal from sodium chloride, this surface

morphology prevails the same. Clearly, this result cannot be termed ablation, and

exact etch rates cannot be measured. In contrast, excimer laser pulses of 300 fs

duration at 248 nm smoothly etch sodium chloride in a fluence range from 0.3 to 2
j/cm2 (Figure 4b). Below the threshold fluence of 300 mJ/cm2 no ablation occurs,

while above 2 J/cm2 cracking also becomes a problem. For sodium chloride we also
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FIgure 2: a) Enlarged detail of Figure I (see frame). The surface roughness of the
etched spot is on the order of 30 micrometers.
b) Detailed view of a PMMA sample ablated under the same conditions, except for the

pulse duration, which was 300 fs in this case. Compared to ns-ablation the surface
roughness is reduced by one order of magnitude (note the different scales of Fig. 2a
and Fig. 2b).
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Figure 3: a) Enlarged view of a teflon surface exposed to 50 pulses of 2 J/cm 2 and

16 ns FWHM at 248 nm. The material is severely degraded (see reference 4) and
rather disrupted than etched by ablation.
b) SEM photograph of teflon surface subject to 240 pulses of 1 J/cm 2 and 300 fs
pulse duration at 248 nm. The material is smoothly ablated with no thermal damage to

4the edges.



380

• . ; 100pm

I100 _PM

FIgure 4: a) Scanning electron micrograph of sodium chloride sample subject to 15
standard excimer laser pulses at 248 nm and a fluence of 4.2 J/cm2 . An undefined etch
crater is observed with cracks reaching deep into the surrounding material.
b) Enlarged view of an NaCI sample etched with 500 pulses of 500 mJ/cm2 at 248 nm
with a pulse duration of 300 fs. The material is smoothly etched with good surface
quality and no cracks into the surrounding material.



381

observe a typical etch curve (Fig.5), which levels off into a saturation etch rate on the

order of I sM per pulse for high fluences. In the covered fluence range, sodium

chloride, like teflon, starts fs-ablation with the first laser pulse, showing that NaCI

does not exhibit incubation behaviour at 248 nm.

Discussion:

In order to ablate a material, it is necessary to absorb a sufficient amount of

energy per volume and unit time in the sample. Strong uv-absorers like polyimide or

polystyrene can therefore be readily ablated with standard excimer laser pulses of

most laser lines in the ultraviolet range.

Materials, absorbing only weakly in the ultra violet, like teflon or sodium

chloride however, are not accessible to clean ablation but show thermal degradation

and charing or cracking and, if material is removed at all, a rough surface of the

ablated spot.

PMMA, also a weak uv-absorber, can be readily ablated with standard

excimer laser pulses only at 193 nm. At 248 nm, in a wide fluence range, PMMA

starts ablation only after the material has been sensitized by several incubation pulses

[71, [91, and at 308 nm it remains unaffected up to high fluences. During the

incubation pulses PMMA is damaged in its chemical structure and exhibits a rapidly

growing uv absorption due to the formation of. unsaturated species [10]. Both effects

finally lead to the start of ablation. Upon ablation with ultrashort, meaning ultra high

intensity, excimer laser pulses, two-photon absorption becomes important and limits

the penetration depth of the laser light into the material. As a consequence, the

observed threshold fluence for the ablation of PMMA at 248 nm is reduced by a factor

of five, and the etch rates at higher fluences are limited, compared to ns-ablation (7].
The layers closest to the surface absorb a much higher photon dose than necessary for

ablation and, at the same time shield the material deeper in the sample. Thus a sharp

border between material that reaches the ablation threshold and material that does not,

is produced in the sample. This results in a surface roughness of the etch pit, which is

reduced by a factor of 10, compared to standard excimer laser ablation (compare

Figures 2a and 2b).

With an absorption coefficient of 158 cm- 1 [101 teflon is an equally weak

absorber at 248 nr as PMMA with 102 cm- 1[71. In the case of teflon however, there

is no evidence in the uv- and infrared spectra for a growing uv absorption or formation

of unsaturated species [101. In addition, teflon has no favored sites for bond scission

(weak bonds), but a bond energy of at least 406 ki/mole [11] has to be overcome,

whereas in PMMA chain scission is facilitated by a dissociation energy of only
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Figure 5: Etch rates of PMMA, teflon and sodium chloride as a function of fluence.
All materials show a typical etch curve with a threshold and remarkably similar etch
rates for the high fluence range. The lines are drawn to guide the eye.

259 ki/mole [1 1] for the weakest bond. Considering energy losses due to various

relaxation processes, the probability that sufficient energy for scission is accumulated

within one chemical bond, decreases with a rising bond energy and increases with the

rate of coupling the energy into the material. The effects of a constant, weak uv

absorption along with high bond energies make teflon relatively inert towards intense

uv radiation. Their different absorption coefficients and densities taken into account,

the photon load per monomer unit and unit time under ns excimer laser irradiation for

teflon and PMMA is about the same. However, more than 30,000 pulses of 16 ns

duration and 120 mi/cm2 do not induL;e any observable change in the infrared- and

uv-spectra of a 12.5 im thin teflon film [10), while under the same conditions PMMA

undergoes severe photochemical degradation. This shows that teflon requires a higher

photon load before suffering damage to its chemical structure. With extremely high

light intensities, ultrashort excimer laser pulses induce nonlinear absorption [71, [12]

and therefore achieve a high rate of coupling energy into materials, absorbing weakly

under low intensity conditions. Thus, the various relaxation processes can be

overcome in favor of bond scission, and ablation becomes possible (Fig. 3b). In the

case of fs-ablation, the observed threshold fluence for teflon is three times higher than

for PMMA under equal conditions, a fact, which is in agreement with its constant,

weak absorption and higher bond energies, compared to PMMA.
I

!I
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The most striking example for two-photon ablation however, is sodium

chloride, which has a negligible absorption at 248 nm under low intensity conditions.

As a result, the ablation of this friable material with ns excimer laser pulses of 248 nm

wavelength is not possible (Fig. 4a). High fluences are required before the surface is

affected, and induce a breakdown [13] which, due to the long penetration depth,

reaches several micrometers into the sample. Again, ultrashort excimer laser pulses

induce two-photon absorption [12], reduce the penetration depth of uv light into

NaCl, and achieve sufficient energy absorption per unit volume and unit time to ablate

the material. The upper layers again receive more energy than necessary for ablation,

and shield the material deeper in the sample. Due to the multiphoton absorption most

of the pulse energy is absorbed in the first micrometer of material, which will finally

be ablated. As a result again, a sharp border between material that will be ablated and

material unaffected by the laser pulses forms, and cracking of the sample due to

thermal strain can be avoided (Fig.4b). To our best knowlegde, this is the first report

of controlled laser material processing of an alkali halide crystal.
In conclusion, we have shown that weak uv absorbers with highly stable

molecular structure, such as teflon or sodium chloride, which were heretofore not

accessible for ablation, can be cleanly etched with ultrashort excimer laser pulses at

248 nm. For the etching of PMMA, the surface roughness of the ablated spot is

reduced by one order of magnitudc. Taking advantage of multiphoton absorption, fs

excimer laser pulses can create their own absorption, even in materials which are

virtually uv transparent under low intensity conditions. The reduced penetration depth

of the laser light limits the etch rite at high fluences, but makes new materials

accessible to clean ablation.
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ABSTRACT

We examine effects resulting from the irradiation of glassy sodium trisilicate
(Na 2 0.3SiO2 ) with 248 nm excimer laser light at fluences from 1-5 J/cm2 . We

observe a threshold for the onset of etching of the surface at 3 J/cm2 . We
present SEM images of the resulting surface topography under etching
conditions as well as recent measurements of the particle emission and photon
emission from atoms leaving the surface region. A clear correlation is observed
between this etching threshold and a) onset of emission of fast excited neutrals,
as well as b) the appearance of atomic Na D resonance radiation emitted from
particles up to several cm from the surface. We also present identifiction of the
emitted positive ions.

INTRODUCTION

The laser ablation of materials is of considerable importance in
microelectronic and micromechanical machining processes. 1 - 3 The ablation
mechanisms are complex, often involving both thermal and photochemical
processes. 2 "8 There is considerable need for intense study of these mechanisms
to eventually provide a scientific foundation for future applications, eventually
with predictive capability for a wide range of materials.

In this paper, we present measurements of the surface morphology and
the emission of particles resulting from exposure of sodium trisilicate glass to
intense pulses of 248 nm UV light from an excimer laser. Our resultsi suggest
that significant laser/plume interactions in the near surface region occur,
influencing the kinetic energies observed for a number of particle species.

EXPERIMENT

Sodium trisilicate glass was prepared by melting stoichiometric quantities
of Na2CO3 and Si02 powders. 1 0 The resulting material was transparent and
bubble-free. Samples were cut with a diamond saw, mechanically polished, and
washed in ethanol. The samples were mounted on a translatable stage in a
vacuum chamber maintained at a pressure of 10 4 Pa or less. The laser beam
was directed through a quartz window at an angle of about 200 to the sample
surface normal.

The radiation source was a Lambda Physik Model EMG-203 excimer
laser, which produced 20-ns pulses of 248 nm wavelength radiation (KrF). The
laser power was measured with a Gentec ED-500 joulemeter. The laser beam
was focused by a 1 m focal length lens to produce a 0.2 x 1 mm 2 rectangular
beam with a maximum fluence of 5 J/cm2 at the sample. Neutral density filters
were used to reduce the fluence by calibrated amounts. The beam profile was
examined by burning patterns into unexposed, developed Polaroid film. The
beam was generally uniform in the central portion, but showed some
irregularities on the edges due to slight misalignment of optical components.

Ions and excited neutral particles were detected with a Channeltron
electron multiplier (CEM), Galileo Electro-Optics Model 4039. The CEM front
cone was masked so that only a small portion was in line-of-sight with the
sample. This was necessary to prevent detector saturation. Various grid and
time-of-flight (TOF) arrangements were used to determine charge state, velocity
distributions, and (where possible) mass. A quadupole mass spectrometer

N. R. 86C. Sy"ia. f . Vol. 12. IM Wf Mila Rogfoflh Smcilty
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(QMS) was used for mass determinations, although mass resolution was limited.
This appeared to be due to high concentrations of electrons entering the mass
filter with the ions which modified the electric fields. With the ionizer ofT and
quadrupole rods grounded, excited neutrals and ions emanating from the surface
and near surface region would pass down the mass filter in essentially a field.
free region and could be detected as a function of time. (A portion of the
detector, a CEM, was in sight of the surface.) Experiments with the ionizer an
also allowed the detection of otherwise neutral species ionized by electron
bombardment in the ionizer region, predominantly ground state neutrals.

Light intensity measurements were made with a Gencom Thorn EMI
Model 9924QB photomultiplier tube positioned at the end of a fiber optic cable
mounted on a vacuum system flange. The other end of the fiber optic cable was
equipped with a slit aperture and collimating lenses to ensure that only light
directed alonj; the axis of the cable (perpendicular to the surface normal) was
detected. This allowed the observation of temporal variations in light intensity
as light emitting atoms/molecules passed in front of the slit. For spectral
analysis of this spatially selected light, the output of the fiber optic cable was
attached to a Thermo Jarrell Ash Monospec-18 spectrometer employing a 150
lines/mm grating. An EG&G Model 1421 gated, intensified position sensitive
detector responsive to light in the region between 200-830 nm was used with an
EG&G Model 1460 optical multichannel analyzer to acquire both time-averaged
and time-resolved spectra.

RESULTS

Surface Tonogranhv When sodium trisilicate glass is exposed to 248 nm
excimer laser light at fluences above 3 J/cm2 , we observe etching of the glass in
the central portion of the laser beam. Outside of this central portion there tends
to be a gentle modification or clean-up of the defects (e.g., scratches) on the
surface which may be of interest to those involved in surface modification. Fig.
1 is a SEM photo showing the edge and bottom of two etched regions each
created by -400 laser shots at a fluence of -3.5 J/cm2 . A thin metal mask was
used to create the edge near the top of the photo. The bottom of the etched
region can be described as "coral like", indicating considerable texturing in
addition to melting. The walls beneath the mask showed no undercutting but
did have a periodic columnar structure normal to the original surface with a
spacing of approximately 4 gm. We also observe a high number of solidified
spheres in the vicinity of the etched region. These spheres range in size from
0.5 to 3 gm in diameter. Rottenberg and Koren6 point out that insulators such
as A1203 are expected to reach higher temperatures than metals such as Al due
to the higher heat conductivity of the metals. Thus, it appears that elevated
temperatures are reached at these fluences in this particular glass. The coarse
features in the etched region observed in this work on sodium trisilicate are
quite similar to those seen by Braren and Srinivasan in borosilicate glasses.1

Even at higher fluences, we found that on polished surfaces there was a
necessary "pre-exposure" of several laser pulses before etching was observed.
If the surface was highly damaged (e.g., cut with diamond saw), no pre-
exposure was required to induce etching. The surface morphology is a strong
function of the number of laser shots. For example at a fluence of 3.6 J/cm2 ,
up to 20 pulses, we see substantial fracture of the surface in the region and
Slon; the edge of highest laser intensity, the latter being where thermal
gradients would be high. A small amount of highly localized etching (pitting)
can be seen at an exposure of 10 pulses, with a higher concentration occurring
at 20 pulses. The fine coral structures continue to grow in between and on top
of the fracture areas, eventually smoothing the fractured areas to a great extent.
This fine coral structure converged to average spacings of approximately 1 pm
with melt-like protuberances (Fig. I).

iI 'I
iI
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Particle Emission Emission of negative charge is observed, including a prompt
burst of electrons accompanying each laser pulse due to photoemission,
probably from defect centers. At higher fluences, there is a significant burst of
negative charge moving at velocities greater than 104 m/s which we attribute to
electrons traveling with the plume.

When particle detectors were positioned at various angles relative to the
surface normal we were able to detect additional emission products leaving the
exposed region of the sample. As we will explain, the finite pulse width of the
laser resulted in considerable interaction of the laser light with the original
emission products coming from the surface and near surface region of the
sample. Because of the relatively rapid emission process, the detected species
were highly correlated in time with the laser pulse. Using the QMS as a TOF
analyzer (with rods grounded the drift space is at V-0) we can compare the
detected particles with ionizer on and off. Fig. 2a shows the dominant TOF
signal with the ionizer turned on. The front cone of the CEM in the rear of the
drift space was biased at -2700 V to favor detection of positive ions and reject
negative particles.

With the quadrupole mass filter activated, we found that only gross mass
selection of the peaks created by the ionizer could be achieved due to field
distortion from the plasma in the plume. Nevertheless we are able to make the
following mass assignments for the neutral peaks labeled 4a, 4b, and 5 as
follows: masses 23 (Na), 28 (Si), and 60 (SiO2). The kinetic energies of
these neutral species are on the order of 0.1 eV, which would correspond to an
equilibrium temperature of 1100 K. Peaks 1 and 2 were strongly affected by
electric fields and were shown to correspond to nMative ions. Peak 3 is a
robust peak which was frequently limited in peak height due to detector
saturation. The peak position was not significantly affected by strong electric
fields; it is an excited neutral with sufficient internal energy to release an
electron at the surface of the front cone of the CEM. When the ionizer was
turned off (Fig. 2b), the faster components of the detected signal were still
observed and the slower, neutral species disappeared.

--.- edge of mask

tA

200 pm

Fig. 1. SEM photograph of two regions etched with 248 nm radiation in

Na 2 0.3SiO2 glass.
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FIG. 2. TOF spectra from Na 2 03SIO2 glass taken a) with Ionizer on and b)
ionizer off.

To confirm that these peaks were not artifacts due to intervening surfaces,
a bare CEM was mounted 8.5 cm from the glass surface at an angle of 300
relative to the surface normal (to reduce the particle flux and prevent
saturation). Figure 3, curve (I) shows the TOF spectrum for a negatively biased
CEM front cone. Again, the initial peak is due to prompt positive ions
(unresolved). The broad peak commencing at 6 pIs is due to the excited
neutrals. When the CEM cone is biased positively, the arrival time and general
shape of the excited neutral peak is unchanged. Because both positive and
negative cone voltages can he used to detect this particle, and the TOF is
obviously greater than several ps, we suggest that it Is a Ryderg species which
is being detected by ionization upon coilison with the CEM cone. The arrival
time of the excited neutral peak decreased with increasing fluence. At fluences
below the threshold for the onset of etching, 3 J/cm2 , the excited neutral peak
was not observed. The calculated velocities of this excited species ranged from
10 to 15 km/s. Mass Selected Ion Signals at m/q = 1,23, and 28

100

Time Distributions or Detected Particles and Photons Is, n
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FIG. 3. Time distribution of signals from J
two different detectors: Curve (i) * a. a. 4 so a
represents the output of a CEM ATvdUn. ow)
positioned 8.5 cm from sample.
Curve (ii) Is Na D light detected FIG. 4. QMS ouput with mass
with a PfT .+ filter viewing a filter tuned to
region 8.7 cm from the sample. m/q = 1, 23, 28.
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Postive Ion Masses Attempts to mass select the positive ions with the QMS
proved unsuccessful due to a broad kinetic energy distribution. By replacing
the QMS ionizer with an energy filter (a Bessel Box1 1) set for -15 eV positive
particles we were able to maw select the ionic species. Probing the mass range
from 1-80 amu we found the signals (averaged over 50 shots) when the mass
filter was tuned to the masses 1, 23, and 28 as shown in Fig. 4. Na+ is by far
the major positive ion peak observed, probably due to the low ionization energy
of Na. Mass 28, (Sit+ ) is readily observed, as is the lowest mass ion, mass I
(H+). We have recently measured the kinetic energies of mass 23 (Na )
emission at high fluence9 . For example, at 3 J/cm2 the distribution peaks at 20
eV and extends out to 60 eV. The fluence dependence of the intensities and the
kinetic energy distributions of these ions have not yet been determined, but we
plan to do so.

Nevative Particles Electron emission can also be observed using a bare CEM
biased for detection of negative particles. As expected, the TOF of the electrons
is considerably shorter than for the massive positive ions and neutrals and the
signal is very intense. As we shall explain below, the presence of high
densities of photoelectrons in the interaction region will strongly influence the
resulting products and their energies. Surprisingly, no negative ion emission
was observed.

Photon Emission At fluences sufficient to yield etching, one could easily
observe with the naked eye yellow light in the form of a bright sphere near the
surface surrounded by a less bright cloud of yellow light which decayed with
distance from the surface. A time exposure of this visible light shown In Fig.
Sa (insert) indicates a transition in intensity at a radius of -1 cm from the glass
surface. A second, less intense cloud is also spherical and nearly tangent to the
surface at the irradiated position with a much larger radius. Time and spatially
resolved measurements discussed below show that these patterns are consistent
with an expanding plume with a center of mass velocity equal to the radial
expansion velocity of the plume in its center of mass frame of reference.

Figure Sb shows the spectrum of the visible plume. The light was
collected from a region about 2 cm from and along the normal to the glass
surface. The spectrum is dominated by the atomic Na D resonance line. Five 4
other known Na lines are also resolved and identified in Fig. Sb. These lines
reveal the presence of highly excited neutral Na atoms In the plume. The
lifetime of the 3P1/2,3/2 states is only about 15 ns, so that this radiation cannot
be due to excitations directly into the 3P state at the surface. The 3PI/ 2,3 /2
states appear to be fed by higher lying excited states, sugpesting that these
atomic spectral lines are due to the decay of long lived, highly excited atomic
Na Rydberg states.

Using a PMT with a Na D Interference filter and a lens/aperture
arrangement to provide wavelength and spatial discrimination, the Intensity of
the Na D radiation emanating from a narrow cone 8.7 cm from the glass surface
was monitored. The Na light appears only at laser fluences above 3 J/cm2 , in ;close coincidence with the appearance of the excited neuti ' , k and the onset7

of etching. We can examine the velocity of the Na atoms ,iat pirticipate In this
emission process by measuring the time distribution of thE 1 ted light. The
resulting Intensity vs time distribution for a laser fluence of - j/acm2 is shown in
Fig. 3, curve 01). The temporal variation in photon intensity is nearly identical
with that of the excited neutral peak in Fig. 3, curve (I). This is consistent
with: (a) the excited neutrals being Na atoms in high lying Rydberg states, and
(b) the Na emission [ig. 3, curve (ii) and Fig. 41 being due to the decay of
these long lived Rydberg states to form short lived excited states decaying
radilatively by fast, dipole allowed transitions. The TOF spectrum of curve (it),
Fig. 3, therefore reflects variations in the density of Rydbergs in the region
viewed by the PMT.
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FIG. S. a) Time exposure on 35 mm black and white film of ablation plume
taken over several laser pulses. Note the near-spherical symmetry. b) Visible

spectrum of the light emanating from the plume at a distance of 2 cm from the
surface.

From the photon TOF peak positions and the known mass (23 amu) we

can inter a most probable kinetic energy. This peak translational energy

increases with laser fluence from approximately 15 eV at the 3 J/cm2 etching

threshold to 28 eV at S J/cM2. Note that these kinetic energies are well In

excess of the single photon energy of the laser (S eV) implying that single
photon electronic excitations cannot explain these high energies. It should also

be noted that these kinetic energies correspond to unrealistic surface
temperatures (eg., 28 eV - 300,100 K). Furthermore, the velocity
distributions inferred from the TOF data of Fig. 3 are too narrow for
Maxwellian distributions. These high energies cannot be explained by simple
thermal mechanisms as well.
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DISCUSSION AND CONCLUSION

In the early stages of irradiation, flaws near the surface can lead to
localized fracture due to strew induced by differential beating. This is the
source of the fracture cones observed early in the irradiation, starting with the
first few laser pulses. The gradual onset of etching which we observed here in
Na 20.3SiO 2 was not observed in boroilcate glasses l which are strong UV
absorbers at 248 mn. In contrast, the absorption edge of pure sodium trisilicate
is well below 240 unm. 1 2  Devine et. al 13 have shown that excimer laser
bombardment of amorphous silica at 248 nm can produce E'1 centers and a non-
bridging oxygen defect, both capable of absorbing 248 un radiation.
Tomozawa has observed such defects in crushed fused silica using ESR
techniques. 1 4 Thus, thermally induced fracture at early stages of irradiation
may play an important role in etching.

The coral like features observed after the onset of ablation are probably
associated with hydrodynamic sputtering which has been observed previously in
excimer ablation of several metals.4 Once sufficient absorption at 248 nm is
attained, etching commences and significant particle emission is observed.
These emissions include electrons, positive ions, high velocity Na Rydberg
atoms, and slower neutral atoms/molecules. The fast, non-Maxwellian velocity
distributions observed for the excited Na species cannot be explained by
photothermal or photochemical processes at the surface. The most probable
mechanism for these high velocities involves the interaction of the 20 ns laser
pulse with electrons and products of the decomposition created early in the
pulse.

The most likely scenario involves the acceleration experienced by
electrons in the field of the laser beam by inverse bremsstrahlung 1S,1O Initial
interaction of the laser pulse with the surface produces a cloud of*
photoelectrons and desorbed or evaporated atoms near the surface. The
photoelectrons are probably excited from filled E' states produced and populated
during previous pulses. Mackey et al. have studied these states in sodium
silicate glasses. 1 " They lie within about I eV of the Na ion levels which form
the conduction band of this material. When populated by the absorption of a 5
eV photon, the absorption of a second photon can yield a photoelectron. The
interaction of the laser beam with the resulting cloud of electrons and atoms
then forms a plasma as electron impact yields additional ionization. The
Rydberg states are either formed by collisions or electron/ion recombination in
the denser part of the plume. The interferometer measurements of Walkup et
a. 1 6 indicate the presence of high electron densities (> 1016 electrons/cm 3 ) in
plasmas formed by excimer ablation of A1203. At these densities, Debye
screening maintains local charge neutrality over very small distance scales (- 20
nm). Thus as electrons are accelerated by inverse bremsstrahlung, ions are
accelerated with them by virtue of electrostatic attraction. After the laser pulse
decays away, the plume continues to expand and moves away from the surface,
carrying with it electrons, positive ions, and Na Rydberg atoms which
eventually decay into lower lying states and yield the visible radiation observed.
The fast Ions that we observe (5-60 eV) strongly support this mechanism. In
addition, ion beam deflection experiments performed in the plume from carbon

targets also support this charge separation model. 1
Utterback and coworkers 1 have modeled the atomic flux due to plasma

formation in laser ablation. Through momentum transfer with the substrate, the
expanding plasma pushes off the surface so that the plasma center of mass
travels with a velocity vcm normal to the surface. At some distance from the
surface, the plasma density remains high enough to allow the plasma to
equilibrate at some temperature T, resulting in a spherically symmetric velocity
distribution in the center of mass frame of the plasma. As the plasma expands,
its components eventually cease to Interact appreciably, so that the velocity
distribution characterized by temperature T is 'frozen.' vcm and T are

II a num v
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parameters of the model, chosen to fit the data. The atomic fluxes predicted by
this model appear to be consistent with the excited neutral fluxes observed in
our work. For instance, the temperatures of the excited neutrals inferred from
the model are quite high, on the order of 105 K, as compared to -1100 K from
the TOF data of Fig. 5(a).

Although additional experiments and modeling needs to be done, this
work tends to support the scenario described above where an electrostatic
acceleration occurs in the plume. The initial decomposition of the substrate is
strongly dependent on absorption centers which are induced by repeated laser
pulses. Small surface cracks created early in irradiation may significantly
modify the etching threshold. In the near future we hope to have more details
on the identities of the emitted particles, their relation to material removal by
ablation, and the mechanisms involved in the ablation and emission processes
includinf quantitative connections between properties of the emitted species and
the etching process.
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ILASqER -INDU CED REACTIVE EVAPORATION AND CONDENSATION

GAN-MOOG CHOW and PETER R. STRUTr
Institute of Materials Science, Box U-136, the University of Connecticut, Storrs, CT 06269.

A study of laser-induced reactive evaporation-condensation is presented. This considers co-
evaporation of metallic, and non-metallic species, by a cw carbon dioxide laser beam, within a
reducing environment (98.5% hydrogen, 1.5% methane). A heated W flament placed in
proximity of the laser bean-substrate interaction zone produces W for deposition via chemical
vapor transport reactions. Composite thin films of a W matrix containing amorphous silica fibers
have been deposited on nickel alloy substrates. These films form at rates of about I micron/sec,
and are found to be adherent to the substrates. The diameter of the fibers is between 25 nm and
120 nm, depending on the interaction time. Various analytical techniques have been employed to
characterize as-synthesized layers. Mechanisms of this process are discussed.

In the synthesis of materials with desirable phases, microstructures, and morphologies, laser-
assisted reactions are frequently employed among many different techniques. Some of the
interesting features of the laser reactions include, (i) high intensity irradiation obtainable for rapid
heating, (ii) selective laser-bean and material coupling, (iii) small interaction zone resulting in
localized reactions, thus acting effectively as cold-wall reactors with minimal contaminations, (iv)
high rates of chemical and physical transformations of reactants, (v) generation of metastable
phases.

To date, three laser-assisted mechanisms have been employed in surface modification and
material synthesis, namely, laser-chemical vapor deposition (LCVD), laser-liquid reaction, and
laser-evaporation. Little work has been done by the laser-evaporation technique, thus many
potential applications remain I I]. This paper examines the laser-induced coevaporation of a
metallic target and a ceramic target, in the presence of a heated tungsten filament, within a reducing
enviromnent.

The nature of laser-evaporation depends upon the coupling of the beam with the material to be
evaporated. Often a material plume induced by absorption of the beam is observed in evaporation.
The plume provides active vapor species that react in a reive ve environment and form desirable
products. The condensation of the product species, along with the product derived from chemicalvapor transport caused by the heated W filament, result in deposited layers on the substrate. This :
co-employment of laser-evaporation of metallic and ceramic targets and a heated W filament is
studied for the firt time, and is shown to produce composite layers of silica fibers and a metalSmatrix intriguingly, the di-meter of the fibers (25 nm to 120 nm) is considered to be ultrafine. Itis well known that rme-diameter fibers are much desirable in fiber reinforcement of composite
systems, for their greater enhancement of the ability of the matrix to resist dislocation movement.
Therefore, this new approach of synthesizing composite structures provides promising, potential
applications.

The processing set-up for co-deposition of metal and nanoscale ceramic material is shown
scemtially n Figure I. in this angemn, a nickel alloy] disc oficmpoition (wt %) 58% Ni,
4% Al, 9% Cr, balance of V, Ti, Mn, Co, C is mounted above a ceramic target. The composition
of the latter (wt. %) is 55% S102,42% AL 20 3 , balance TiO72 , MgO, CaO.t MS~~~~~OL M See. growp PM& .. n.6 f I"@ Usos le I it - - -- _________
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Prior to laser-processing, the chamber is evacuated and flushed with nitrogen. Following this,
and during laser irradiation, a continuous flow of 98.5% hydrogen / 1.5% methane is maintained at
a flow rate of 150 sccm. The 99.9% purity tungsten filament, in proximity to the laser beam-
material interaction zone, is switched on 15 minutes before each experiment, and is maintained at
170 0 C. It remains on during actual laser irradiation.

The processing procedure involves irradiating the nickel-alloy disc with a cw carbon dioxide
laser, using a power density of 2x10 4 W/cm2. This intensity is not only sufficient for rapid
evaporation, but for complete beam penetration through the disc at the focal spot. This
immediately results in interaction with the underlying ceramic target to produce a plume,
containing predominantly silica species. Subsequent condensation of these species, together with
simultaneous:

(i) condensation of aluminum, from the aluminum containing nickel-alloy disc, and
(ii) deposition of tungsten, via chemical transport reactions from the heated filament,

results in deposition of a composite layer, on cooler regions of the nickel-alloy disc.
Characterization of the deposits involved X-ray diffraction, electron microprobe analysis, Auger
spectroscopy, fourier-transform-infrared spectroscopy, and high resolution transmission electron
microscopy.

Hydrogen
Gas

Laser Ileated
Beam Filament

Condensates *

Alloy Substrate

Ceramic Plum

Ceramic Target

Figure I. A schematic of procemsing set-up
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Results aund Discussionis

X-ray diffraction data indicated that the as-deposited films contained either W or Al. Al was
deposited from evaporation of Ni alloy when short laser-beam / ceramic-target interaction times
were used, for instance, I sec. At the melting point of Ni alloy (about 1400°C), the vapor
pressures for Al, Cr, and Ni are approximately 101 torr, 10-2 torr and 10-3 torr respectively. The
higher vapor pressure of Al in the molten metal allowed Al to escape and condense on the cooler
surrounding regions. Absence of noticeable Ni and Cr in the deposits may be explained by their
longer time of stay in the molten pool due to their lower vapor pressures at the temperature
concerned, thus allowing these species to be superheated. Atoms of these superheated vapors had
too much kinetic energy and would not be able to condense on the Ni alloy substrate. W was not
deposited for short laser-bern/ceramic-target interaction times. This is because of the insufficient
concentration of water vapor available in the interaction zone to facilitate W transport (see
following discussions). When longer laser-beam / ceramic-target interaction times were used
(about 8-9 seconds), W was deposited as a matrix. In this case, the underlying ceramic plume
heated the Ni alloy substrate by blackbody radiation, and the temperature of the alloy was
measured to be in the inge of 1200 to 13000 C. At this temperature range, the corresponding
vapor pressure of Al would be about 101 tort. Therefore, the substrate was too hot for Al to
condense on it. Simultaneous codeposition of a ceramic dispersed phase was observed in both Al
and W matrices. This ceramic phase was found to be amorphous silica fibers with diameter in the
range of 25 to 120 nun, as revealed by high resolution TEM extraction replica (Figure 2, Figure 3).
Compared with a SiO2 standard, the chemical compositions of there fibers were found to be
SiOi.86 . The slight discrepancy of Si-O stoichiometric ratio is explained by the reducing and high
temperature enviromment which caused a small 0 loss from these fibers. Crystalline, linear, chain-
shape aggregates rich in Si and 0 were deposited when WOn was adsorbed on the aggregates in
the course of their condensation (Figure 4). Fibers were not produced in this case. A 1203 was
not produced from the evaporation of the ceramic target because of its negligible vapor pressure at
the given temperature. The mechanism for fiber growth is addressed in other papers [2,3,41.

The source of W was the heated W filament. Though the filament temperature was well below
the tcmpeatre range for any significant W evaporation to occur, W was deposited on the Ni alloy
substrate via a chemical vapor transport mechanism. It is well known that a substance A (a solid or
liquid) reacts with a gas to form exclusive vapor phase reaction products, which, in turn, undergo
the reverse reaction at a different place in the system, resulting in the reformation of A 151. W was
reported to be transponted in the presence of a temperature gradient and hydrogen containing water
vapor [6]. In this process, the thermal evaporation of SiO2 produced oxygen upon pyrolysis, and
the oxygen atoms reacted with hydrogen to form water vapor. The water vapor molecules reacted
with the heated W filament to form volatile W0, species. These species were transported from the
hot filament to the Ni alloy substrate and resulted in reformation of W on the substrate surface.
Proposed chemical reactions me as follows:

SiO2 (sl) = SiO (g) + 1/202 (g) (1)

H2 (g) + 1/2 02 (g) = H20 (g) (2)

SiO2 (1) + H2 (g) =SiO (g) + H20 (g) (3)

W (a) + n H20 (g) =WOO (g) + n H2 (g) (4)

Reaction (1) is pyrolytic and is coupled with reaction (2). Reactions (2) and (4) as well as (3) and
(4) ae coupled. Also reactions (3) and (4) are the chemical transport processes. With continuous
flow of H2 into the reaction chamber, reactions (2) and (3) will continue to support the W
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transport. The rate limiting step of the W transport is therefore the availability of SiO2 which is the
product of evaporation of the ceramic target.

In addition to serving as a W source, the W filament played other roles. It was experimentally
observed that the Ni alloy was heated by thermal radiation from the heated filament. Calculations
showed that the temperature of the Ni alloy would be at 975*C due to radiative heating of the
filament. The measured temperature due to such heating was in the range of 200 to 3000 C,
indicating that the thermal loss due to hydrogen conduction was significant. The dissociation of
molecular hydrogen to form atomic hydrogen at the filament was calculated to be only 0.23%.
Therefce, it is clear that significant dissociation of molecular hydrogen would only occur when the
high temperature, laser-assisted reactions took place. It was also observed that the melt-through
time of the N. alloy by the laser beam was less than 2 sec, when the heated tungsten filament was
used. This melt-through time was three times faster than that obtained when the filament was not
used. FIR data indicated that a thin film of carbon species was deposited by the dissociation of
methane at the heated filament. This film possessed an absorption band that matched the
wavelength of the laser beam. Since the Ni alloy has no absorption band in the infrared, the
predeposition of this IR active film enhanced the bean-metal coupling, resulting in a faster melt-
through time. The W filament also had electron emission of lxl0O3 amp / cm 2 when heated to
1700*C. Without externally biasing these electrons, they would form a cloud over the filament,
and were at thermal equilibrium with it. Although no experimental verification has been obtained,
it is conceivable that these electrons would experience thermal diffusion, collisions with gas
molecules, and attachment to neutral molecules. These processes led to the possibility that at any
given time, free electrons could be found in the laser beam-material interaction zone. It has been
shown (7J that a free electron loses only the fraction of 2 ine I M of its energy in an elastic impact
with a molecule, where me is electronic mass and M is molecular mass. If the electron continues to
drift, it will accumulate energy until this relatively slow process balances the rate at which it gains
energy from the electric field of the laser beam. Therefore, the few additional free electrons in the
interaction zone (due to the heated filament) could interact with the laser beam and promote inverse
Bremsstrahlung absorption. This would cause an increase in the rate of heating of the material
plume and result in a greater degree of ionization. Under certain conditions, this collection of
neutral and ionized particles may become a shield to the laser beam, acting as a reflecting body
above the substrate surface [8]. Further work such as direct meastuement of free elecurnic density
in the interaction zone is clearly needed to verify to what degree these processes occurred.

The absorption of the laser beam by the gas mixture and evaporants in the infrared depends on
whether these molecules possess permanent or induced dipole moments and the matching of the
vibrational frequencies of the molecular bonds with that of the electromagnetic radiation. H2 does
not possess dipole moment during vibration and the C-H stretch and the C-H bend frequencies of
methane do not match that of the laser radiation. As a result, the gas mixture was transparent to the
radiation. The Si-O bond couples with the beam and its optical absorption coefficient determines
the fraction of the incident Iaser power that can be absorbed. Also, the laser beam was scattered by
the gas molecules. SiO vapor reacted to form SiO2 and condensed to form droplets above the Ni
alloy substrate. These droplets formed an aerodisperse (aerosols) system with the gas mixture.
The power density used in these experiments was too low to cause any major change in the optical
properties of these aerosols. IR spectra obtained from the SiO 2 deposits indicated that they
absorbed the laser irradiation. Therefore, it is reasonable to believe that SiO2 droplets would
absorb the lasex energy and vaporize in the optical path, and the beam merely saw a distribution of
unstable SiO2 nuclei shrinking in time due to revaporization. Direct, in-situ verification of this
phenomenon was not performed in this work, however, other workers have observed that
absorptive nuclei ae unable to form in the laser optical path 18]. The formation of stable nuclei that
led to the growth of droplets was only possible outside the optical path. Coagulation of these
droplets to form metastable linear chain-shape aggregates is discussed in other publications

I+
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t2.3,41. These linear aggregates are proposed to be responsible for the formation and growth of
the silica fibers.

In summary, composite layers with nanometer-size microstrctures, such as fibers, were
obtained by the coemployment of laser evaporation of metallic and ceramic targets, and a heated
filament, in a reactive gaseous environment.
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ABSTRACr

Tactile sensors and ultrasonic transducers based on the piezoelectric properties of
polyvinyledene difluoride, PVF 2, usually take the form of thin 10 - 110 tm polymer films
coated on one or both sides with a metallic film. Electrode patterns are usually fabricated
by photolithography that requires a 90 *C baking process which may harm the piezoelectric
properties of the PVF2 film. We have developed an alternate method, based on direct
patterning with a XeCI laser, yielding complex patterns of lines as narrow as 20 pm which
are better than those fabricated by photolithography. The metallic film is ablated on boh
sides of the polymer while maintaining the intrinsic properties of the PVF 2. The ablation
mechanism is investigated using transmission optical, scanning electron, and scanning
acoustic microscope images. The performance of an ultrasonic transducer fabricated with
this technique is described.

INTRODUCH7ON

Ablation of thin films on polymeric substrates has been studied for various
applications. 1 One of these is the fabrication of ultrasonic transducers from polyvinyledene
difluoride (PVF 2) polymer films covered with precisely patterned thin film electrodes.
Infrared lasers are used in the industry to cut PVF 2 films, which are strong absorbers at
these wavelengths. UV lasers should be a better choice for this non-contact electrode
patterning since the optical aMlorl1ifn for metals is high at these wavelengths, whereas for
PVF 2, the optical tcanIL-i is high.

PVF2 is a semicrystalline polymer which can possess a high dipole moment and
exhibit a reasonably high bulk piezoelectric constant Because of its flexibility and low
acoustic impedance, it has been one of the most attractive materials for underwater
ultrasonic transducers and transducer arras.2 3 PVF2 films have been used for planar and
focussed bulk acoustic wave transducers,2 4 surface acoustic wave (SAW) transducers,5

and phased arrays. 2,3 Since PVF 2 films are mechanically flexible, they can be bonded to a
flat or a curved surface. One of the concerns with PVF2 is the fabrication of complex
electrode patterns which govern the ultrasonic transducer characteristics on such thin and
flexible films.

The standard technique for array,2 3 and SAW 5 transducers is to make an electrode
pattern on a companion material, and then glue the PVF 2 film on it. The PVF2 film is
electroded one side )nly and the other side contacts the companion material. Electrode
a)hetd s NRCC IF 21*1.
t. a"s. Sac. orP Pine. Vol. In. In ui tlwot I *m"l iv
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patterns are generally fabricated through a rather inconvenient and time consuming
photolithographic method which requires a dean room facility, the baking of the
photoresist, smooth and flat surfaces, etc. These requirements impose certain limitations
on the selection of companion materials. One example is that for phased arrays and SAW
interdigital transducers (1DT), the surface of the companion material cannot be conductive
or curved.

We report here a noncontact laser ablation technique which circumvents the
constraints imposed by the conventional photolithographic method. A XeCI laser is used to
ablate some patterns on 10 - 110 pm thick PVF2 films coated on both sides with a Ni/A! or
pure Al coating of 0.3 - 0.8 sAm thickness. Throughout this paper LA and NL will represent
the PVF 2 regions exposed or not exposed to the laser ablating beam, respectively. For most
ultrasonic transducer applications employing complex electrode patterns on PVF 2, the
requirements are that: (1) there is high linewidth resolution, (2) there is no loss of
piezoelectricity for the NL regions adjacent to the LA regions, and (3) the ablation has
little effect on the acoustic properties of LA regions. In this paper, the experimental
method, the resolution achievable using laser ablation, the ablation mechanism, patterning
considerations, and the performance of an ultrasonic transducer made with this laser
patterning method are presented.

EXPERIMENTAL SETUP FOR LASER ABLATION

A schematic of the experimental arrangement is shown in Fig. 1. A Lumonics Model
860 XeCl, 308 rm, pulsed excimer laser was used in the unstable resonator configuration.
The central uniform portion of the rectangular beam was selected with a circular 2 mm
diameter aperture A1. Beam divergence was reduced to 0.8 mradian with the use of a L1-
A2-1,2 spatial filter arrangement. Focal lengths were 150 - 200 mm and 200 - 400 mm
respectively, for L1 and L2 . The spatial filter pinhole was 200 pxm in diameter. Beam size
and intensity at the target were adjusted precisely for proper ablation by a combination of
the following methods: adjustment of the displacement between target and focusing lens
L3 , of focal length 20 or 40 mm; adjustment of the beam intensity using attenuators AT;
adjustment of the laser pulse repetition rate up to 70 Hz; and adjustment of the lateral
displacement speed of the target. Aerotech 4" x 4" X-Y microstepping motor driven
translating stages were used. The resolution was 2 i&m on both X and Y axes. The patterns
were programmed into Aerotech's Unidex X3 Motion Controller. The electromechanical
beam shutter BS was also activated via the controller.

EXCVA]RLAMI A 1I BS AT L, A2  L2  A3 L3

[" I L 11 vNO -l,

Fig. I Schematic of experimental arrangement for laser
ablation on PVF2 films.

i
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ABLATION MECHANISM

PVF 2 films used for the experiment were obtained from Pennwalt (PA) and Kureha
Chemical (Japan), and their thicknesses ranged from 10 to 110 lim. We have established
that it is possible to draw complex patterns on these thin films very accurately with an
excimer laser with little damage to the supporting polymer. To our knowledge, the degree
of damage explained below will not compromise the performance of devices employing
such films. Looking at the films under an optical microscope, it was quite clear that a
certain range of energy densities could ablate the metallic film and leave the underlying
polymer as clear and transparent as in unablated uncoated regions. At higher energy
densities, the polymer was ablated or burnt, or even ablated right through. At lower energy
densities the Al film was only partially ablated.

There is obviously a limit in the acceptable thickness of metallic coating used as
conducting electrodes that can be laser-ablated without damaging the PVF2 film. The
standard 0.3 - 0.8 pm metallic coating normally used in commercially available PVF2 films
was fairly easy to handle, but thicker films are much more critical. The optical absorption
for the XeCI laser beam (308 nm wavelength) through a 110 Jm thick PVF2 sheet is 50%.
With our system the metallic coating on both sides of the film was ablated simultaneously.

Precisely dimensioned circular spots down to 10 jtm in diameter were obtainable
with a single laser pulse. In principle, line patterns with such resolution should be
obtainable. Figure 2 shows an optical transmission image of a line pattern with a period
between electrodes (black lines) of 100 jim. With the present setup, the resolution is
estimated to be better than 20 Pin, and this is mainly limited by the divergence of the
excimer beam. This resolution is better than that obtained by photolithographic methods
previously reported. 2,3,5 Expectedly, the energy density available for ablation of the back
(bottom) side was reduced by polymer absorption. Figure 3 shows another optical
transmission image of only top (left) and bottom (right) electrodes of a line pattern. It can
be seen that the electrode width is 10% wider at the bottom surface.

In an attempt to confirm the basic mechanism of this ablation, some patterned films
were treated in a weak acid bath to gently etch off the metal coatings in the non-ablated
regions, then examined with a scanning electron microscope (SEM), and a 775 MHz

TOP ELECTRODES PVF 2

BOTTOM ELECTRODES

Fig. 2 An optical transmission image of Fig. 3 An optical transmission image
a line pattern. The period between coveing only top (left) and bottom (right)
electrodes (black lines) is 100 j&m. electrodes of a line pattern.
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scanning acoustic microscope (SAM). Figure 4a is a SEM picture of a patterned film whose
electrodes in NL regions have been removed by chemical etching. The horizontal lines
visible in Fig. 4. are scratches normally seen in films obtained from Peanwalt.
Figure 4b is a zoomed SEM image of such a scratch and its depth is about 0.1 lin. It can be
seen that these scratch lines disappear in the LA regions. Therefore, it can be concluded
that the laser beam has melted a layer of PVF2 of about 0.1 prn. The source of the heating
is coming from the absorption of the laser energy in the metallic coating and not in the
PVF2 film itself, In addition, no distinct height discontinuity between NL and LA region
was observed. There is, therefore, no significant ablation of the polymer. The polymer then
resolidifies without any significant evaporation. Furthermore, the mechanism is faster than
4 ns, the laser pulse length, since the front and back metal coatings have to be sequentially
ablated in single pulse ablations.

Fig. 4a SEM image covering both laser ablated Fig. 4b Zoomed SEM image of
LA, and non-laser-irradiated NI, regions. The one scratch line of Fig. 4a. The
horizontal lines are scratches. The white bar at white bar is 1.0 pm long.
the bottom is 100 tm long.

Since high resolution SAM is very sensitive to small depth variations, it can be seen
rather dearly from the SAM images shown in Fig. 5, but barely from the SEM image in Fig.
4a, that the surface texture of the PVF2 films in NL regions was sharper than that in LA
regions. The resolidification process in LA regions smoothes out some irregularities of the
surface, in particular, the scratch lines noted in Fig. 4. The depth of the melt is probably not
much more than 0.1 uIm since the coarser textures still remain continuous when they cross
from one region to the other. It was also observed that the depth of the surface melt in the

Fig. 5 775 MHz SAM image covering
both laser ablated LA, and non-laser-
irradiated NL, regions. Total width:
500 Jim.
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bottom surface was shallower than that in the top surface. Based on the understanding of
the ablation mechanism, it is believed that the laser beam will not significantly affect the
piezoelectricity of the PVF2 film at the NL regions. Because there is no elastic contrast
observed between NL and LA regions in all the SAM images (see Fig. 5), we believe that
the change of acoustic properties of PVF2 at LA regions, if any, will not affect the
performance of devices employing PVF 2 films with laser patterned electrodes.

LASER PATTERNING CONSIDERATIONS

We have produced line patterns of various electrode dimensions on PVF2 films of
different thicknesses. These patterns included line widths of 12, 20, 50, 100, 150, 400, and
800 tim on each of four different thicknesses, 9, 28, 52, and 110 ;Lm of PVF2. Individual
lines, 12 - 800 pim wide, were obtained in single strokes with the translating stage, after
proper adjustment of laser energy density and focal spot size. Wider LA bands on each side
of the patterns were obtained with a number of adjacent scans. In scanning these lines, the
laser pulses overlapped, by a factor N. This factor was optimized to achieve good ablation
rates, and good line resolution with minimal damage to the polymer. N depends on the
laser pulse repetition rate R, the beam diameter at the target D, and the lateral scanning
speed of the object S, according to

N = RD/S (1)

In the case of the standard 0.3 - 0.8 itm metallic coatings, the energy density at the
target was 0.25 J cm"2 for the 100 ;&m pattern in Fig. 2, and a complete pattern was drawn
in about 3 minutes. For mass production, since the energy densities involved are quite
modest, it should be possible to drastically reduce the processing time by using a mask.

Ultrasonic transducers or piezoelectric sensors employing PVF2 require low
resistance metal electrodes. For this reason, thicker coatings of silver were exposed to
similar ablations, but the energy density necessary to remove the silver film was too large,
and resulted in melting and charring of the polymer. Aluminium films 1.5 Pm thick were
subsequently successfully patterned on 28 pm thick PVF2 .

AN EXAMPLE OF ULTRASONIC EXPERIMENT

Due to the high acoustic attenuation of the PVF2 film,6 an ultrasonic transducer
consisting of a single line 2 mm. wide and 10 nun long was chosen for the Lamb
(membrane) wave experiment on a 110 lim thick film. Figure 6a shows the experimental
setup, and Fig. 6b, the results. The ultrasonic point probe was a Pinducer from
Panametrics. The probing point for the middle and lower traces in Fig. 6b was separated by
a distance of 3.2 mm and 9.6 mm from that for the top trace, respectively. In each trace
there are two signals. The earlier one was the acoustic signal directly emitted from the line
transducer, and the later signal was the one reflected from the edge of the film. The
reflected signal was out of phase with the directly transmitted one. The acoustic velocity is
about 2000 m/s, therefore the acoustic wave observed in Fig. 6b was the lowest order
symmetric Lamb mode. When we replaced the ultrasonic point probe at the probing
position with a receiver the same as the transmitting transducer, nearly identical acoustic
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Fig. 6a Utrasonic Lamb wave experiment Fig. 6b Observed acoustic signals at
setup. three different probing positions.

signals were observed. Interdigital transducers like those reported in Ref. 5 were also
fabricated and glued to a glass plate: both symmetric and anti-symmetric Lamb waves were
observed.

CONCLUSION

Excimer laser ablation of thin metallic films is a flexible and efficient way of
obtaining complex pattern without affecting the intrinsic properties of the supporting
polymer. Because of very localized depostion of energy for nmnium ablation of the
metallic layers, the piezoelectric properties of the polyvinyledene difluoride were
maintained. The 20 pim line resolution obtained is much better than that reported using
photolithographic methods. Even smaller patterns should be obtainable with a less
divergent laser beam, for example with a doubled dye laser, or a doubled or tripled YAG.
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ABLATION OF POLYMERS WITH PAIRS OF
ULTRAVIOLET LASER PULSES WITH CONTROLLED

TEMIPORAL SEPARATION.

Bodil Braren, and R. Srinivasan
IBM, T. J. Watson Research Center,
Yorktown Heights, NY 10598

ABSTRACT

The dependance on the pulse width of the ultraviolet laser ablation and etching of
poly(methyl methacrylate) was examined using 40-100 ns pulses. These pulses were cre-
ated by stitching together two identical pulses, each of 40 ns half-width, which were sep-
arated by a set time interval from 0 to 380 ns. The etch depth/pulse is sensitive to the
pulse width and, therefore, the power density in this polymer.

The response of PMMA to etching by pairs of pulses suggests that short-lived species
which may be electronic states (e.g., triplets) and/or radicals play an important role in the
ablation. The shape of the pulse was also found to influence the etch depth/pulse.

The etching of polyimide by these extended pulses shows trends that are opposite to
those observed in poly(methyl methacrylate). In this instance the shielding of the latter
portion of the incoming pulse by the products that are ablated by the front portion is
probably a serious effect.

INTRODUCTION

Considerable interest exists in determining the relationship between the temporal
width of an ultraviolet laser pulse and its ability to ablate and etch the surface of an or-
ganic polymer. The use of pulses of picosecond [1] or femtosecond [2,3] durations has
been shown to result in a striking decrease in the fluence threshold. On the other hand, in -:
one study [41 in which nanosecond pulses (308 nm) whose FWHM were 7 ns or 300 ns
were used, the conclusion was reached that for polyimide ,over a practical etch depth
range of 0.1 to I pm per laser pulse the etch depth was independent of the pulse duration.'
It has recently been shown[5] that polyimide is very sensitive to the shielding of the in-
coming pulse by the products of the ablation. At all three principal wavelengths of the
excimer laser (193 nm, 248 nm, 308 am), the ablation plume was observed to cut off all
but the first few (< 5) nanoseconds of the pulse. Since this could be ascribed to the ab-
sorption of the laser photons by the decomposition products from the polymer, this ma-
terial is not a good choice for the study of pulse width effects. UV laser ablation of a
weakly absorbing polymer such as poly(methyl methacrylate) (mPMMA) at a laser
wavelength and a fluence at which the known products of the ablation [6] do not filter the
incoming pulse to any extent would be a more desirable system to look for pulse width
effects. We report here the results of such a study. Some results on the ablation of
polyimide are also included for comparison.

UM. Ni. so& grow P__ V i . - , I

• . . :A.



406

Mask Polymer
sample

Diode

Laser 11 I

Figure 1. Schematic drawing of arrangement for controlling the temporal separation be-
tween the two pulses.

RESULTS

The outputs at 248 n from two identical excimer lasers (Lambda-Physik 201E)
were combined and used. A pulse generator (Philips PM 5716) provided a preset delay
of 0 - 600 us between the pulses. A Tektronix Model 2467 oscilloscope in connection with
a silicon photodiode detector was used to monitor a fraction of the energy from the two
beams in order to measure the degree of temporal delay that was achieved. The geometry
of the setup used is shown schematically in Fig. 1. Since the FWHM of a single pulse was
40 us, it was possible to create pulse widths from 40 to 100 ns. The jitter from one pair
of pulses to the next was ±t10 us and was most critical when absolute coincidence of the
pulses was required. The apparent amplitude of the latter part of the pulse always showed
a fail-off which is believed to be due to the fatigue in the silicon photodiode detector.
When the temporal separation between the pulses (peak-to-peak) was set at 100 us the
overlap between the pulses was essentially zero. A sample of PMMA sheet -I mm thick
was used. Etch-depths were averaged over 50 to hundreds of pulses. The uncertainty in
the measured values of the etch-depth/pulse was ±t 0. 1 p~m.

The etching of PMMA using pairs of pulses is shown in Fig. 2. The fluence of an
individual pulse was chosen to be such that it did not fail below the threshold for ablation
nor did the sum of the fluences of two pulses fal beyond the limit (for 40 ns; pulses) at
which the etch curve started to level off [6). The dashed horizontal lines indicate the

depths that can be etched by two pulses with 'infinite' separation (i.e., I sec). It is evident
td

thatute et chdeptidos depn frneendpn t puls widting th epra eaato etweenthe wo plses
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Figure 2. PMMA: Etch-depth/pair-of-pulses plotted against peak-to-peak separation
between pulse maxima. Uncertainty in etch-depth measurement is ± 0.1 Am.

polymer even over the small pulse width range of 40 - 100 ns. Of far more interest is the
observation that when the peak-to-peak separation is set at 100 ns or even longer, there
is a definite catalytic effect produced by the combination of pulses which is not duplicated
by two isolated pulses. A separate set of experiments was undertaken to verify the en-
hancement in the etch-depth that is seen when the separation between the pulses is 30 -
50 ns. This effect can be due to the profile of the pulses. The profile was therefore de-
liberately distorted as listed in Table 1. It is seen that there is an optimum pulse width as
well as profile at which the etch-depth per pulse is a maximum.

The dynamic analysis of the UV laser ablation of polymers that was proposed by
Sutcliffe and Srinivasan [7] is based on the sequential excitation of the chromophores in
a polymer chain by UV photons that is followed by decomposition and ablation. Both a
flux threshold and an ablation threshold were postulated for every polymer, the for-
mer representing a flux of absorbed photons per unit volume per second which must be
exceeded before the photons were effective towards the decomposition process whereas
the ablation threshold is defined as the number of 'useful' photons (i.e. those above the
flux threshold) per unit volume that are needed to cause ablation. Although the sequential
excitation of the chromophores was invoked, the fitting of the experimental curves was
done by taking only the first excitation step into account. The predictions based on this
analysis with regard to etching at different wavelengths, and the nature of the 'incubation'
pulses were close to experiment for weakly absorbing polymers such as PMMA [7],
polyethylene, and polypropylene [8].

It has been pointed out [81 that the success of this model can derive from the long
radiative lifetime of the first electronically excited states in these polymer molecules so
that the relaxation back to the ground state does not compete effectively with the up-
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Table I. PMMA: Etch depth/pair of pulses at constant separation and constant total
fluence. The relative amounts of photon energies are varied. The first and last row serve
as references and correspond to "infinite" (1 sec) and zero separation between the pulses.

Peak-to-peak
Pulse 1 Pulse 2 separation (ns) Etch depth (Am)

0.47j/cm2  0.47J/cm2  109 0.6
0.66J/cm2  0.283/cm2  50 1.3
0.47J/cm2  0.47J/cm2  50 1.7
0.22J/cm2  0.73J/cm2  50 1.7
0.95J/cm2  0 0 1.4

pumping process to the higher electronically excited state from which ablation can occur.
The formation of this transient intermediate state whose absorption characteristics would
be different from those of the ground state would be consistent with recent demon-
strations of increased absorption in PMMA even in the course of a single laser pulse
[9,3]. The absorption of PMMA at 248 nm corresponds to an upper singlet state with
n-w* character and is weak in intensity because of symmetry considerations. The maxi-
mum is at shorter wavelengths but the 0-0 transition has not been clearly placed [ 101. The
increased absorption during the laser pulse could be initially due to the build-up of the
upper singlet but, at longer times, this could undergo intersystem crossing to a triplet state
which would be longer-lived than the singlet. The incoming photons could then up-pump
the triplet and cause decomposition and ablation from a high triplet state. This is a possible
explanation for the influence that both the intensity profile and the temporal width of the
laser pulse have on the effectiveness of the UV laser pulse. While pump-probe exper-
iments may appear to be an attractive way to look for the intermediacy of one or more
electronically excited states, chromophores in polymers have poorly resolved spectra
which would make any definite spectroscopic identification of a transient species difficult.

The behavior of PMMA can be compared to that of polyimide in a similar set of ex-
periments (Fig. 3). In this case, the etch-depth increased consistently as the temporal
separation At (peak-to-peak) rose from 0 to ae. Even at a value of At of 600 ns, the etch
depth did not correspond to the value at' infinite' separation between the pulses. Since
the electronically excited states of polyimide would be more short-lived than those in
PMMA, the trend here is attributable to the shielding of the trailing end of the laser pulse
by the solid products (principally carbon [I11]) that are generated by the ablation from the) leading edge. Solid carbon is an effective absorber of ultraviolet radiation [ 12]. This result
suggests that in much of the quantitative work on the UV laser ablation of polyimide the
photon energy is not fully utilized.
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Figure 3. Polyimide (DuPont, Kapton): Etch-depth/pair-of-pulses plotted against
peak-to-peak separation between pulse maxima. Uncertainty in etch-depth measurement
is ± 0.1 Am.
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MASS AND ENERGY ANALYSIS OF IONIC FRAGMENTS FROM

PHOTOABLATION OF POLYIMIDE

G. ULMER, K. BUES and E.E.B. CAMPBELL

Fakultit ffar Physik, Universitit Freiburg, Hermann-Herder-Str. 3,
D7800 Freiburg, Federal Republic of Germany.

ABSTRACT

The ionic products from excimer laser photoablation (x = 308 nm) of polyimide
(Kapton) film have been studied as a function of fluence. Large ion masses up to

about 900 a.m.u. are easily observed, the mass distribution depending strongly on the
fluence. Velocities of the emitted particles lie between 1400 and 10000 ms-1, again

dependent on the fluence. A mechanism to explain the high velocities is suggested
consisting of ionisation of the surface polymer molecules followed by a Coulomb
explosion combined with expansion of the high density gas formed by the
photoablation.

INTRODUCTION

In recent years there has been considerable interest in the interaction of pulsed

ultraviolet laser radiation with polymer surfaces /1 - 5/ since this can lead to the
precise removal of material in a geometry that is defined by the light beam. It is

however not yet clear to which extent photochemical or photothermal effects

dominate the ablation process. Until now most investigations have involved

detection of either the etch rate produced by different fluences in different polymer
materials /1,2/ or the neutral fragments which can be detected by a variety of
methods including laser induced fluorescence /2/, photoionisation mass spectrometry

/3,4/, and gas chromatography - mass spectrometry /2/. As yet no systematic
investigation of the ionic products produced by the ablation has been carried out.

Here we present the first preliminary results of such an investigation for ablation of

a polyimide (Kapton) film at a laser wavelength of 308 nm. Our results give strong

evidence for the dominance of photochemical processes.

f Irv* PW. VOL ift Mai.S bweelly
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EXPERIMENTAL

The apparatus to be used will be described in detail in a forthcoming

pub.lication /6/ and will only be briefly discussed here. A schematic diagram is

shown in Fig. 1. The light from the excimer laser operating on the 308nm XeCI line

passes through a defining aperture, focusing lens (f = 30cm) and quartz window

before hitting the sample polymer at an angle of 450. Changing the distance between

focusing lens and sample enables the fluence to be varied. The laser repetition rate is

kept at 5Hz during the experiments to avoid polymer heating effects. Ions produced

by the photoablation process are formed in a field free region. Those which are

ejected normal to the sample surface enter a series of ion optics (10, EA) where the
masses, velocities and energies of the ions can be determined. The ion signal is

measured with a transient recorder and averager and stored in an IBM PC.

The experiments were carried out with a free-standing polyimide (Kapton)
film, 130pim thick.

The vacuum chamber is pumped with an oil diffusion pump and during the

experiments is kept at a pressure of 2 - 5 x 10"7Torr. A liquid nitrogen cold trap in

the vicinity of the sample helps to maintain a low background pressure during the

ablation.

Quatz Window Excimer Laser

• ff Pump

Fig. 1 Schematic diagram of apparatus. 10: ion optics, EA: energy analyser, SEM:

electron multiplier
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Fig.2 Ion mass spectrum for a fluence of 210 mJ/cm2 and a velocity window of

3600 - 5300 ms-1

RESULTS AND DISCUSSIONS

Experiments have been performed in the range of fluences up to 500 mJ/cn 2. J

Figure 2 shows a mass spectrum obtained at a fluence of 210 mJ/cm2 and a velocity .

window of 3600 - 5300 ms'. The spectrum has been averaged over 10 laser shots.
Here it can be seen that masses up to 960 a.m.u. (Coo) can be detected with a mass

difference between the peaks corresponding in most cases to one carbon atom. The

mass resolution is unfortunately not adequate to resolve the individual H atoms

although, on an expanded scale it is possible to see structure in the main mass peaks

which could be due to varying numbers of H atoms oranN or 0 atom in place of a
carbon. It should thus be bourne in mind that when we discuss a C. mass peak this
could be C,+ with a number of hydrogen atoms attached or could be C.-N or C.-nO

again with or without hydrogen atoms. The unresolved double hump structure seen

is due to two different species: the hump at low flight times, peaking at

approximately 6 /, is due to ions moving too quickly to be mass resolved, the second

structure, peaking at approximately 17ps is due to neutral species with a velocity of
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approximately 7000 ms-1 which produce a signal at the electron multiplier. This

spectrum is unlike the carbon cluster spectra observed by Smalley and co-workers

/7/ where firstly there was a very strong peak corresponding to C6o and secondly for

dusters containing more than 40 atoms only those containing an even number of
atoms were observed. The mass spectrum which we observe for a given laser
intensity depends on the velocity window selected for the measurement as different
masses are produced with different velocities, the velocity increasing with increasing

Table 1: Velocities and corresponding kinetic energies for selected ions at two
different fluences

Fluence/ Observed vel. Av.Vel. Av.Kin.Energy
Ion MJcm - 2  range / ms-' ms-1 (*10%) eV (*20%)

C2+ 110 1500-8000 5300 4
C3 110 1500 - 7000 4800 4
C5 + 110 2000-6000 3500 3.5

C2+ 210 4000-8000 6500 6
Cs 210 3000-8000 5500 7
C5 210 3000- 7000 5300 8.5

fluence. Table I gives some examples of the velocities and corresponding kinet;c
energies of some ions at different flnences. As can be seen from Fig. 2 very large
kinetic energies are produced by the photoablation. In order for us to observe the
largest dominant mass peak corresponding to C79+, fragments of this mass must have
kinetic energies around 60 eV. This would support the photochemical ablation model

suggested by Garrison and Srinivasan /8/ where the laser light initiates a chemical

reaction or dissociation process the products of which have a larger specific volume
than the original sample so that an explosion occurs and the particles are ejected
with supersonic velocities, the velocities of different masses being of a similar
magnitude. The velocities observed here are however significantly larger than those

predicted by this model (1000 - 2000 ms-1) and also larger than the velocities
observed for neutral particle production in the photoablation of polystyrene as

reported by Feldman et al /4/ (kinetic energy - 0.7 eV for the styrene monomer)
and Larciprete and Stuke /3/ (velocity - 2000 ms-). In the latter paper although no
results were presented for Kapton it was stated that in that case abundant ionic

products were ablated together with the neutrals which was not the case for

polystyrene. With these results in mind we suggest that an explanation for the high
velocities observed here would be a combination of supersonic expansion as dealt

with In the model mentioned above /8/ and Coulomb explosion of the ionised
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polymer surface produced by multiphoton ionisation. This would explain the
increasing velocity observed with increasing fluence, a greater fluence leading to a
denser charge distribution on the surface and hence a more energetic explosion.
Measurements by Srinivasan et al /2/ of the laser induced fluorescence of C2 and CN
from Kapton gave velocities of 6500 ms-1 for ablation with 248nm which is very

similar to what we observe. It is possible that these species are formed by
recombination of ejected ions with electrons which will he formed in abundance

during the multiphoton ionisation.
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Fig. 3 Single shot ion spectra taken after different numbers of laser shots on the

same surface area.
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An interesting question is how the observed mass distribution changes with

increasing numbers of laser shots. Single shot spectra obtained after different

numbers of laser shots on the same surface area are shown in figure 3. This

illustrates that the mass distribution remains constant as the sample is being etched,
however the intensity of the ion signal decreases as a hole is formed in the polyimide
film. When looked at under a microscope the hole formed has very sharp edges,

again indicative of a photochemical rather than a photothermal process. These
results are very different from previous measurements carried out in our laboratory
where the polyimide film was attached to a metal plate. In this case the mass
distribution at the beginning of the ablation looked very similar to what is shown in
Figure 3 but as the number of laser shots increased the intensity of the C2* and C3

peaks increased considerably when compared with the larger masses. It was also
observed that in this case the edges of the hole formed in the sample were dark
brown in colour indicating that carbonisation of the sample had occurred. This
would be strongly indicative of thermal processes and care should be taken when

comparing measurements with free-standing samples and those with samples

attached to metal or silicon substrates.

The method used here would certainly seem to be of relevance to thin film and

multilayer technology as a means of investigating both the thickness of the layers
and the extent of mixing between layers.

CONCLUSIONS

A direct measurement of the ionic products formed during photoablation of a
polyimide (Kapton) film using a pulsed excimer laser at a wavelength of 308 nm and

fluences up to 500 mJ/cm 2 provides strong evidence that the ablation proceeds via
photochemical processes. Large amounts of ions within a very broad mass range are

formed, and it is possible that the neutral species which have been the subject of
most investigations so far have been produced by ionic recombination or
fragmentation of larger particles.
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ULTRATHIN SILICON DIOXIDE FILMS: PHOTO-INDUCED GROWTH

IAN W. BOYD
Electronic & Electrical Engineering, University College London,
Torrington Place, London WCIE 7JE, UK.

ABSTRACf

The reaction of oxygen with silicon induced by intense photon
beams at different wavelengths is described. We find different
enhancement rates applying to UV and visible radiation, which can
be as high as 400% for thin film growth at low temperatures.
Often, however, they can be so small that they may be completely
overshadowed at high temperatures by the rapid oxidation rates
arising from thermal contributions. By using UV radiation
projected through a mask to induce low temperature photonic
oxidation of silicon, we have grown directly patterned oxide
structures dispensing with the need for conventional photo-
lithographic etching.

INTRODUCTION AND BACKGROUND

The field of laser processing of thin films and microstructures
has burgeoned in recent years [1, 23. In fact, photonically
driven reactions in general have attracted considerable attention
for two main reasons.

Firstly, there is a perceived need for new low temperature film
growth techniques for future microelectronic advances to be made.
For example, oxides are the corner-stone of silicon technology,
and there is already a continual effort to produce thinner layers
at lower temperature with higher dielectric quality and improved
interface characteristics for applications in structures with
dimensions well into the sub-micron level. In such devices gate
oxide layers will have to be scaled down to 150 A and below* in
order to retain similar operating and control voltages. The low
operating temperatures are necessary to minimise unwanted atomic .3

diffusion from the carefully arranged doped regions, to eliminate

the possibility of contamination, and to reduce wafer warpage and
defect generation.

Low temperature processing is also highly desirable for the
various thermally sensitive optoelectronic technologies based on
compound semiconductors such as GaAs, InP, MCT etc. Photon-
stimulated reactions can be induced at much lower temperatures
than those currently being used in present-day production lines.
Energetic photons can also initiate rapid and enhanced growth
rates which can assist in reducing the total amount of high
temperature processing during growth.

OI "M 5ll8 L gy. veg .@L in. - m.,, m"our m su
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Table I Summary of the different photon-induced reactions that
can be induced to grow thin solid films of silicon dioxide.

PHOTON SOURCE DESCRIPTION REACTION MECHANISM

Heated Coil Black-Body Photothermal:
Furnace Radiation High Temperature Si-Si Bond Breaking

Tungsten Lamp Black-Body
Radiation

C02 Laser Monoenergetic
IR Photons

Ruby, Ar Laser Monoenergetic Photothermal & Photonic:
Visible Photons High Temperature Si-Si Bond Breaking

Photo-Carrier Si-Si Bond-Breaking

Xe Arc Lamp Wideband UV/
Visible Photons

Excimer Laser Monoergetic Photo-thermal, Photonic,
UV Photons Photo-chemical, Photo-ionisation:

Photocarrier Si-Si Bond Breaking
Photo-Dissociation of Gas
Photoelectron lonisation of Diffusant
High Temperature Si-Si Bond Breaking

In-Situ Gas Wideband VUV/
Discharge UV Photons

Secondly, the influence of specific spectral distributions or
precisely defined energies of photons can give useful fundamental
information on the chemistry and physics of reaction processes.
A variety of photon-based methods have been used to initiate,
stimulate and enhance the growth of silicon oxides, providing new
mechanistic pathways bringing different angles of perspective to
a field which is still surprisingly little understood, despite
the enormous technological importance of the layers produced.

In this paper, a brief overview of photon oxidation of Si is
given. The various reaction schemes and mechansims that affect
film growth will be outlined.

REACTION SCHEMES

Table I reviews the three major routes by which oxidation can be
photon-initiated [13. From this point of view, the traditional
resistance-heated coil (hot-wall) furnace can be considered a
radiant, essentially "black-body" source.
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The photons, whose wavelengths span the yellow-orange to the
infrared spectral regions, are absorbed strongly by the silicon.
After the significant carrier excitation and free-carrier
absorption the highly excited electrons relax and recombine very
rapidly, transferring their energy to the lattice, through phonon
scattering. This leads to an increased lattice temperature,
reflecting the high degree of atomic vibration. Within this
regime of "thermal processing", normally induced in furnaces, new
advances include the use of high intensity lamps resulting in
Rapid Thermal Processing (RTP) [3].

Questions have arisen over the years as to the importance of the
spectral distribution of the photons used to induce the oxidation
reactions. For example, to what degree is the photo-excited
carrier population important.. .or the precise energy distribution
of the photo-excited carrier population ? This has stimulated
interest in the use of intense visible and UV photon sources to
oxidise silicon as well as other semiconductors [I]. The major
reaction mechanisms induced in these wavelength regimes are also
summarised in Table I. In the literature most secondary photon-
induced reactions are often termed "photonic".

Whilst the photon sources up till now have provided surface
excitation, in the deeper UV it becomes possible to directly-
photodissociate gas phase molecules. In this way, more highly
reactive components can be generated that can more significantly
enhance the surface reactions. In addition to gas phase photo-
chemical (photolytic) dissociation, photothermal (pyrolytic)
cracking can occur when specific precursor molecules impinge upon
the photo-heated surfaces.

It is not only the oxidising species that can be generated by
these mechanisms, so can Si atoms. In this way, complete
deposition of the film can be performed from the gas phase. In
this regime, Si can be obtained by the dissociation of silane
(SiH 4 9, di-silane (Si2 H6 ) or trisilane (Si3 Hs), whilst oxygen
atoms can be released from 02, N2 C02 , NO2 etc.

The deposition rate will depend upon the energy range and
intensity of the photons present as well as the partial pressures
and flow rates of the gases chosen and the temperature of the
substrate. Usually this is very much a low temperature technique
that can be applied to temperature-sensitive substrates, and in
general the quality of the films produced are competitively close
to those obtained by other deposition methods.

THERMALLY DRIVEN SILICON OXIDATION

Thermally controlled silicon oxidation in dry oxygen (02) is
technologically probably the most important chemical reaction
used in the microelectronics industry. The reaction chemistry
describing the formation of oxide films has been widely accepted
as following the well-known Deal Grove model C43, first proposed
more than two decades ago. The theory describes a reaction of 02

_________
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with Si for thin oxides, where the rate is limited only by the
chemistry at the Si-SiO2 interface (linear regime) until the
oxide becomes so thick that the finite diffusion of the oxidant
slows down the growth, and oxidation proceeds within the diffusion
limitations (parabolic growth regime). Experimentally, the
theory fits all the growth data in the temperature range 700-
13000C, providing the theory is applied once an initial 200 A or
so of oxide has grown.

In the earlier days of silicon microtechnology, when gate oxides
were typically well above 600 A there wasn't much interest in
this initial growth of 200 A. Nowadays, when it is clear that
gate oxides will soon dip under this level, it is potentially of
great technological benefit to be able to understand the kinetics
involved in this regime.

At present, there are more than 12 different models which attempt
to describe the oxidation mechanism for sub-200 A films, as shown
in Table II. Many of these propose strong contributions arising
from ionic species or from the accumulation of charge at the Si-
SiD 2 interface, whilst some consider the effect of stress on the
diffusion and/or chemical reaction. Others suggest that the
oxide may contain micr- ores of specific dimensions through which
the 02 could rapidly diffuse. This situation makes it
exceedingly difficult to interpret any modifications to the
thermal oxidation system induced by photons, although the
observations may provide important evidence for or against
particular oxidation models for the Si + 02 system.

It is perhaps important to point out at this stage that the
studies summarised here have been performed in the thin film
regime, where, for conventional oxidation at moderately high
temperatures, diffusion is rapid. However, in our case, it is
often undesirable to induce such high temperatures, and it must
be borne in mind that slow diffusion may in some instances
actually retard the growth of the thin films.

VISIBLE PHOTON EFFECTS

It is somewhat interesting to note that in traditional furnace
oxidation, and even more so in recent Rapid Thermal Oxidation
(RIC), the silicon surface is continually flooded by a range of
photons from the heating source. In other words, the measured
reaction rates for what has been conventionally cal.led "thermal"
oxidation, may in fact include contributions arising from the
presence of photons in the visible/near IR spectral regions.

Indeed, it is well known that oxidation only reaches acceptably
fast rates at temperatures above about 700OC, where the amount of
black-body radiation above the Si band-gap becomes significant.
Nevertheless, until it is shown that "dark" oxidation proceeds at
a slower rate, we shall take the furnace-measured rates are
being purely thermal.
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TABLE II. Summary of Silicon Thermal Oxidation Models

DESCRIPTION OF SILICON OXIDATION MODEL REFERENCE

Diffusion of 02 & reaction with Si * space Deal & Grove [3,183
charge effect & tunnelling/thermionic emission

Enhanced diffusion of 02 through micropores Revesz & Evans [19]
Irene [201

Stress-induced diffusion effects Doresus [213
Fargiex L Ghibaudo [223
Leroy [313

Two independently diffusing species Hann & Helms [33]

Diffusion variation with oxide thickness Reisman et al. [343

Diffusion zone near Si-Si02 interface Murali L Murarka [36]

Creation of 02 -/hole pair, leading to Grove [18]
enhanced diffusion of 02- Tiller [233

Influence of 022- and 0- Lora-Tamayo et al [243

Influence of 0- Hu [25]

Fixed charge in oxide assists diffusion Lu & Cheng [26]
charged species 02-, and perhaps 0-

Fixed charge in oxide reduces available Si Schafer & Lyon [273
bonds by reducing holes with band-bending

Fixed interface potential retards charged Naito et al [323
species near the interface

Both 02 and 2-0 react with silicon Ghez L van der Meulen [283

Equilibrium between 02 and 2-0, only 0 Blanc [29]
reacts with Si for thin oxides

Two-step oxidation: Si -> a-S1D2 + Si(1) Tiller [303
& Si(I) -> GiG 2

Enhanced Oxygen solubility & reactivity Orlowski & Pless [353

Several investigations have been reported that have studied the
effect of deliberately increasing the photon flux incident on the
silicon during furnace oxidation. The first observations using
the Ar laser as essentially the sole source of energy for the
reaction noted oxide growth rates significantly above those well
recorded for conventional furnace rates [5,63.
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Subsequent experiments E7-93 used much lower energy densities of
visible radiation superimposed upon Si samples already undergoing
high temperature furnace oxidation, and were also interpreted as
evidence for photonic enhancement. In these latter cases,
photonic enhancement rates around 20% were extrapolated from the
data. To achieve this by purely thermal oxidation would have
meant an equivalent increase in temperature from 9006C to only
927 0 C. However, the authors state that their estimates of the
temperature rise induced by the laser beam could not account for
the required 270C, so photonic mechanisms were invoked.

Rather than attempting to determine the quantitative enhancement
factors, two independent groups have used a relative approach to
show that there is indeed a wavelength-dependent photonic effect.
By applying identical absorbed beam powers of slightly different
wavelength (thus allowing for initial differences in surface
reflectivity), we have shown that a faster reaction rate is
achieved by the longer wavelength radiation [103. In fact, by
allowing the Fabry-Perot effect of the growing transparent oxide
layer to continually feedback more energy to the reaction, over a
period of about 320 min almost 50% more oxide can be grown by the
green rather than the blue light from the Ar laser [102.

The observations cannot be explained by differential absorption,
since the blue light is more strongly attenuated in Si and should
if anything create a larger initial temperature (and hence
oxidation rate). The photonic effect has clearly dominated this
possibility since the blue photons always induce the slower
reaction. Because the reflectivity has already been handled by
initial normalisation of the beam powers, and it is known that at
higher temperatures the reflection coefficient for the blue light
increases less than thatfor the green, some other optical factor
must therefore be controlling the reaction.

For equal absorbed powers, we can calculate that there are around
5% more photons in the green beam than in the blue. Thus, the
number of photons incident on the Si surface during oxidation
increases the density of photo-excited carriers (and hence anti-
bonding state density) which would increase the reaction rate.

We have obtained a thermal equivalent to this enhancement factor
(102 by applying the thermal oxidation model of Massoud et Ol
(113, and have found that the photon flux difference of 5%
between the wavelengths leads to a reaction enhancement
equivalent to 20% of the thermal rate.

It is important to point out in this case, that the photonic
effect only operates whilst the photo-generated carrier density
remains appreciably above that of the thermally generated
population. In order to illustrate this, we show in Figure I
the equilibrium carrier population generated in Si by an intense
Ar laser beam, assuming that recombination is dominated by the
Auger process, as a function of the temperature rise the same
laser beam would induce in the Si. Also plotted is the intrinsic
carrier population that would otherwise be expected under strict
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thermal conditions. It is evident from this rough analysis that
at temperatures much above 9500C it would be difficult to see any
photonic enhancement, even with the extreme laser beam power
densities used. This perhaps makes it slightly surprising that
in references [7-9], where the Si was already held on average at
9006C, and where only mild beam intensities were applied, so-
called photonic enhancements could be observed.

In conclusion, we note the presence of a photonic enhancement in
the visible strongly associated with photo-generated carriers.
Evidently, at high temperatures, any possible photonic effect an
the oxidation reaction may be masked by the background carrier
density occurring thermally within the lattice itself.

NEAR UV REGION

CW Irradiation

Previous experiments in this regime have used extremely powerful
laser beams where melting can be induced [1e, 133, or have
compared pulsed heating situations with cw heating modes E133.
In either case, it is not straightforward to accurately assess
the thermal and photonic contributions to the reaction, thereby
making interpretation of the observations exceedingly difficult.

We have directly compared the effect of cw UV and visible light
using particularly low beam intensity conditions to minimise the
thermal contribution to the reaction, and also so that any
significant differences in the enhancement induced by the
different colours may be readily identified C143.
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UV trmanhsslon

Vile trasnklaulon Fig. 2 The spectral composition of the
two bands of incident radiation
used to initiate silicon oxidation.
Top (UV5 filter), Bottom (GG495).
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A cw arc discharge lamp filled with a Xe:Hg gas mixture was used
to provide a wide spectrum of photons (260 - 2000 nm) at a total
integrated power of around 160W. The silicon samples were <100>
oriented p-type (2-10 Ohm.cm) wafer portions, of 125 microns
thick and some 20 x 20 mm square. All samples were cleaned
identically in dilute HF, and a native oxide of 20 A was allowed
to grow prior to photon-stimulated growth. The Si was placed
near the geometric focus of the lamp, which was around 10 mm in
diameter, so that the samples intercepted all the incident light.

By introducing special filters into the beam path, the colour
range of photons impinging upon the silicon surface was
determined. Figure 2 shows the colour spectrum of the Xe/Hg arc
lamp photons transmitted by two different filters used, namely
UGS5 (UV) and 66495 (visible). Since we are primarily looking for
growth differences, the small fraction of red light transmitted
by the UV filter is clearly not of significant importance. By
irradiating individual silicon samples in air with the two colour
bands of light, the oxide growth induced could be determined as a
function of time. The oxide thickness was determined by fixed
refractive index (n-1.462) measurements with an ellipsometer.

To isolate differences in the non-thermal contribution to the
process, we performed preliminary calibration experiments to
standardise the individual beam powers for the two colour ranges
such that the same temperature could be induced in each case. A
silicon sample into which was embedded a thermocouple was placed
in the usual sample location within the beam and recorded the
input power to the lamp necessary to induce a temperature of
4009C in the SI. This ocurred with the visible light for 885W
input and for the UV for 980W. The disparity between the two
power levels is principally indicative of the difference in
silicon reflectivity between the two broad wavelength regions.
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Knowing that these power levels induced precisely the same
temperature on the silicon, then any difference in the growth
rate could be ascribed to a faster reaction rate induced by a
non-thermal or "photonic" phenomena. Figure 3 shows the oxide
thickness as a function of time induced by the two photon bands
together with a previously published curve of the measured oxide
thickness grown thermally at 4500C C153. Whilst purely thermal
oxidation at 4506C only produces about 2 A growth in 360 min, the
light-induced reactions encourage between 6 and 9 A to grow.

Furthermore, we note that the UV light produces 50% more oxide
than the visible radiation, i.e. the shorter wavelengths induce a
faster reaction than do the longer wavelengths. Although the
photon flux entering the Si several times larger for the visible
radiation in this case, the UV radiation is much more strongly
absorbed. Therefore, within the zone near the oxide interface
where the Si is likely to oxidise, there are likely to be more
photo-generated carriers in the UV pumped system. Again, it is
important to note that since temperature has been pro-calibrated,
it cannot account for the differences in growth rate.

In addition to the increase in photo-carriers, one might expect
the energy distribution of these highly excited electrons also to
be important above a certain energy threshold not previously
achieved with visible photons. To explore such possibilities we
have examined the Si-SIO2 energy bands. The energy difference
between the two conduction bands is around 3.2 eV (corresponding
to a wavelength near 390 nm), while from the valence band of the
Si to the conduction level in SIO2 is 3.2 + 1.1 - 4.3 9V (around
290nm). In energy terms, the carriers generated by the UV light
in these experiments contain on average 5 eV of energy whilst
those photo-stimulated by the visible radiation have only around
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m m m-
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2 eV or less. Therefore, the UV light can generate some carriers
with sufficient energy to move into the oxide conduction band.
Knowing that in Si the photoemission efficiency is quite small,
however, (around 10-3), we only expect that the highest energy
tail of our conduction-band electrons to escape into the oxide.

Pulsed Excimer Irradiation

Since cw UV radiation can stimulate low temperature oxide growth,
we have applied the pulsed UV output from a KrF laser to producing
both large area films and discreetly patterned structures [163.

A KrF excimer laser operating at l0Hz, and producing 20 ns pulses
of 249 nm radiation, was focused to produce some 230 mJ/cm2 at
the sample. The energy variation over the spot size about 20 mm
was within ±2%, and the energy fall-off over the longest growth
period used was around 5%. The silicon was <111> orientation, p-
type (B doped) material with a resistivity of 6-10 Ohm.cm.

The growth induced is plotted in Figure 4 as a function of the
number of laser pulses. After 40,000 shots around 30 A of oxide
had grown. It is interesting to note that this is very similar
to the growth induced by the cw radiation in the UV, shown in
Figure 3. However, although the curves are similar in nature,
there is a major difference in the growth rates achieved.
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For example, since the pulse duration was around 20 ns then after
40,000 shots the total illumination time of the Si is only 0.Bms.
The fastest growth (19 to 25 A) occurred after just 10,000 shots,
meaning that 6 A of oxide grew after only 0.2 ms of irradiation.
This results in an apparent growth rate of 30,000 A/s !

The induced temperature can be estimated using simple heating
models and knowing that the Si melting point (14120C) could be
reached by applying pulses of around 0.5 3/cm 2 . We thus estimate
that our 0.23 J/cm = pulses induce a maximum temperature of 5000C,
and that the total time the Si would be elevated close to this
temperature would be around 100 ns. This produces an equivalent
thermal oxidation rate of 6,000 A/s. However, it is known that
even at 6006C it would take around 500 min to thermally grow to
25 A at the recognised growth rate of 8 x 10- 4 A/s [15]. Indeed,
the reaction rate required to achieve the observed growth, could
only beobtained by extrapolating the known data to a temperature
of more than 20006C, some 6006C above the silicon melting point.

Since the kinetics behind thermal oxidation of Si are not yet
fully known, it is difficult to determine the precise mechanisms
affecting UV oxidation. Nevertheless, four major steps must occur
before SiO 2 can grow, i.e. (i) the gaseous 02 is transported to
the SiO 2 surface, (ii) the 02 collides and sticks, (iii) the
oxidising species diffuses through the existing SiO 2 to its
interface with the underlying crystal Si, and (iv) it eventually
reacts with Si atoms to form Si0 2 . From the growth curves, we
find that a linear reaction is not sustained as the oxide grows,
suggesting diffusion limitations. This is consistent with the
knowledge that only low temperatures are induced.

By applying the usual diffusion equation to the 02 molecule in
Si0 2 at 600K during the overestimated O.01s of heating [173

L = (t.2Do.exp(-Eq/kT))

where Do = 2.7 x 10
- 4 and E is 1.16 eV, we find the diffusion

length of the molecule to be about 3 A. In fact, the diffusion
constant would have to be 100 times larger to have grown 30 A in
that time. Therefore, the dominant reactive species present
during UV irradiation effectsively diffuses much faster than 02
to promote enhanced growth, and thus may not be 02- Candidates
for alternatives include any of the ionic oxygen species, or
indeed neutral 0 atoms. The energy supplied by the KrF laser
photons is extremely close to the known photodissociation
threshold of 02 (around 240 nm), making the photo-generation of a
small fraction of highly reactive 0 species possible.

Since this technique encourages oxidation only where UV photons
impinge the Si surface, we have applied it to induce selective
oxide growth. Figure 5 shows a mask projection system used to
project a pattern of photons onto a Si wafer in air. The relay
lens reduces the mask pattern 10 times and oxidation only
proceeds where the photons interact with the surface and produce
the necessary excited state to induce the oxidation reaction.
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because of the larger percentage of photo-carriers with enough
energy to escape from the silicon into the Si02 . By minimising
the thermal reaction at a temperature around 4006C, we report

directly patterned oxidation Induced by the UV radiation.

The contributions of and many discussions with F tMicheli and V.
Near ors, gratefully acknowledged. This work was partly funded

by SERC and by the Nuffield Foundation.
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ABSTRACT

We have investigated the formation of polycryataline TIN and amorphous TiNxOy films using

laser physical (LPVD) and laser chemical (LCVD) vapcr deposition techniques. The LPVD method

involved the ablation of a TiN hot pressed pellet and Ti in the presence of nitrogen plasma using

nanosecond XeCl excimer laser pulses (wavelength 308nm, pulse duration 45x10 "9 seconds, and

energy density -4-5 Jcm-2 ). The films were polycrystalline (average grain size -100A) with

face-centered-cubic structure and lattice constant of 4.25A. The average grain size remained

constant as the substrate temperature ranged from 25 to 550MC. In the LCVD method, a pulsed CO2

laser beam was used to crack TiC14 and NH3 and form TiN films. Amorphous TixOy films were

formed under poor vacuum conditions in the LPVD techniques. These amorphous TiNxOy films

often exhibited explosive recrystallization with characteristic star patterns. Resistivity and

microhardness measurements were made on these films and these results have been correlated with

microstructure and chemical composition.

INTRODUCTION

Titanium nitride coatings have found a variety of applications ranging from corrosion and erosion

resistant protective layers to diffusion bariers in microelectronic devices" . The primary

considerations in the formation of these coatings include lowering of processing temperature,

spatial selectivity and control of microstructrs. Laser deposition techniques offer these

advantages. In this paper, we have investigated the formation of TiN and TiNxOy films by laser

physical and laser chemical vapor deposition techniques. These films were characterized by TEM

for microstructures, and RBS and Auger for chemical compositions. Electrical resistivity I-V

(current-voltage), and microhuadness measurements were made as a function of oxygen content of

thin films.

EXPERIMENTAL

In the LPVD method, a high-power pulsed laser (X = 0.308 pm,t: = 45 ns, and energy density

4-5 1 cm 2) was used to ablate TiN target pellet and deposit on a substrate, kept at a distance of

about 3 cm parallel to the target The temperature of the (100) silicon substrate was varied from

room temperature to 5500 C dining deposition to study its effect on microstructure and chemical

composition. The partial pressure of nitrogen was controlled by bleeding in the nitrogen near the

MALe. t.. S . PMr. Vol,1 i U esewh in. ly
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target
in the LCVD method, a mixture of TiCL/NH 3 (redio 2-10%) was introduced near the target in the
presence of NH3 background pressure maintained at 10 niillitowr. A beam of pulsed CO2 and/XeCl
excitner lawe was used to induce chemical reactions leading to the formation of TiN on
molybdenum targeL

Figure 1(a) Plan view TEm micrograph showing fine-grained structure of TiN film.

Figure INb Dark field crouss-mctics TEM micrograph and associated diffaction patter.
NoM the overlap of the polycrystalline diffraion pattern from the TiN flmn and
<1 10> diffraction pattern from the Si substrate.
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RESULTS AND DISCUSSION

Figure l(a) shows a plan-view TEM micrograph containing a polycrystalline structure of the
film. The average grain size of the films was found to be 100A. A cross-section of the same

specimen under dark-field imaging conditions is shown in Fig. 1(b), which shows an interposing

layer of amorphous silicon oxide, about 20A thick, between TiN and the silicon substrate. From

the section TEM micrograph, it is apparent that the grains do not have a columnar structure. The

polycrystalline nature of the film is evident from the selected-area diffraction pattern. Using silicon

as a standard (a0 = 5.43A) during diffraction studies, the lattice constant of the films was

determined to be 4.25 ± 0.05A with a sodium chloride crystal structure. The TiNOy films with a

large amount of oxygen using LPVD method, were found to be amorphous. The amorphous films

deposited at room temperature contained explosively recrystallized regions, as shown in Fig. 2. It

is envisaged that the explosive recrystallization starts during the deposition process and the

activation energy for starting the recrystallization event is derived from the kinetic energy of the

bombarding ions.

Figure 2 Dark field mic-ograph of explosively recrystallized TiN xOy film.

The chemical composition of these films was analyzed using Auger electron spectroscopy (AES)
and Rutherford backscattering analyses. Fig. 3(a) shows a typical AES spectrum from a LPVD

film, deposited with nitrogen pressure of 0.5m torr in the chamber. This spectrum was taken in the

steady state part of the composition of the film. As is evident from the spectrum, the film contains a

small amount of oxygen. It was interesting to note that this spectrum was identical to that obtained

from the target TIN, shown in fig. 3(b), representing a bulk composition. The similarity in the two
spectra shows that a chemical composition of TIN identical to that of the target can be obtained by

LPVD in an appropriate nitrogen partial pressure.

Figure 3(c) shows Auger spectrum obtained from LCVD films. The oxygen content in these

films is extremely small. The quantification of the AES spectrum is complicated by the fact that the

principal nitrogen Auger peak, KL 2L3 at 381eV, overlaps with the L3 M2 ,3 M titanium peak at

383 eV. The titanium spectra changes in both intensity and shape with a change in the nitrogen

content5 . Furthermore, the presence of a small amount of oxygen is known to change the titanium

.........
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peak intensity6 . Therefore, one has to resort to standards or compare the results from RBS. The

RBS results showed nitrogen content > 90% in LPCVD films. Further quantification of these films

is still in progress.
Measured resistivities ranged from 50 to 150 g 0f - cm, indicating metallic nature. The I-V

characteristics showed metallic behavior, which changed to a semiconducting nature with

increasing oxygen content. Microhardness measurements on TiN films showed values typically
15GPa which is in agreement with hardness values reported by others on TiN films.

In summary, we have shown that polycrysalline TN films can be deposited by LPVD

method with substrate temperature being close to room temperature. The average grain size of the

film (-100A) remained approximately constant with increasing substrate temperature up to 5500C.

The films were metallic and showed semiconducting behavior with increasing oxygen content. The

microhardness values on these films agreed with previous measurements. We have also used

LCVD method to deposit high quality TiN films. The oxygen content can be eliminated in these
films with a lot more ease compared to LPVD films. A detailed characterization of LCVD films is

being continued.
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REVERSIBLE LASER MODIFICATION OF HIGH

TEMPERATURE SUPERCONDUCTING Y-Ba-Cu-O FILMS

Robert R. Krchnavek, Bellcore, Morristown, NJ 07960,
Siu-Wai Chan, C.T. Rogers, F. De Rosa, P.F. Miceli, and S.J. Allen, Jr., Bellcore,
Red Bank, NJ 07701

ABSTRACT

We describe a reversible technique for locally modifying the oxygen
stoichiometry and electrical transport properties of superconducting thin films. A
focused argon ion laser beam is scanned across the surface of a YBaCu3 0 7 , thin
film, contained in a vacuum, at incident power levels well below those necessary for
ablation. The change in oxygen stoichiometry is monitored in-situ by the room
temperature electrical resistance. We have measured the superconducting properties
of these locally modified films. The resulting R vs T curve for the composite
structure (film/laser stripe/film) shows the expected double transition. The first
transition, corresponding to the unmodified film, occurs at 87 K while the second
transition, corresponding to the modified stripe, occurs at a lower temperature and
is a function of the laser induced change in the room temperature electrical
resistance, The critical current for the composite structure is depressed from the
original film. The laser writing can be erased or bleached out by room temperature
exposure to an oxygen plasma.

INTRODUCTION

Electronics is envisioned as one area for important future applications of
the high transition temperature (Tc) superconductors based on the La-Ba cuprates
discovered by Bednorz and Muller [1], and the Y-Ba cuprates discovered by Wu [2].
These potential applications will rely heavily on the ability to make and process thin
films of these materials and control their local transport properties on a microscopic
scale. In this paper, we report on the transport properties of superconducting
YBa2Cu3 O7 -, films that have been locally modified by laser induced heating in a
controlled ambient. In contrast to previous work [3-5], we demonstrate that the
modified film need not produce an insulating region but rather a superconducting
phase with a reduced transition temperature. By reducing Tc and the critical current
in a micron scale region of a superconducting thin film, we have the potential of
fabricating devices based upon weak link structures. Furthermore, by placing the
laser modified sample in an oxygen plasma, the orional film properties can be
recovered leading us to believe the laser induced phase is oxygen deficient.

EXPERIMENTAL

The superconducting films used in these experiments were prepared on

(110) and (001) SrTiO 3 substrates by co-evaporation of Y, BaF, and Cu in the
presence of 02. The films were subsequently annealed at 850 *C for 30 minutes in
oxygen with an H20 partial pressure of 0.02 atm for fluorine removal [6]. The
thickness of the annealed films ranged from 250 nm to 900 nm. The films were then
patterned as conventional Hall bars using standard photolithography and subsequent
wet etcllirg with a one-volrne percent solution of nitric acid. The patterned
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samples were cleaned in an oxygen plasma and Ag contacts were evaporated onto
the Hall bars through a shadow mask. Gold wires were bonded to these pads using
indium solder. The resistance versus temperature data for a typical film is shown in
Figure 1. The film displays metallic behavior down to the transition temperature of
87 K. The transition width (90-10 %)
was 3.0 K. The gritical current for this 6'
film was 1.2 x 10A/cm- at 80 K.

The experimental system 12.
used to modify the film consisted of an 5' .
argon ion laser tuned to 514.5 nm and E i
focused to a spot diameter of 5 pm. 0 4- 40 I
The beam is directed into a vacuum •
cell mounted on a set of computer ) 3- 0controlled translation stages. The z s o 90 1 00
typical incident laser power was in the
range of 40-60 mW and the cill was T0 2"
evacuated to approximately 10- Torr. U

wlThe lateral writing rate was 10 pim/s. cc 1
The room temperature electrical
resistance of the Hall bar could be 0
monitored during the laser writing. 80 82 84 86 88 90
The ability to measure the electrical
resistivity in-situ proved indispensable TEMPERATURE (K)
in controlling the laser power so that
the electrical properties could be Figure 1. Resistance versus temperature data
slightly modified instead of producing for a typical YBa2Cu,0 7 , film on a SrTiO3
the insulating phase. substrate.

RESULTS AND DISCUSSION

Figure 2a shows an optical micro.aph of a laser modified film. The
modified region consists of a stripe 5 pm wide and 200 pm long and written in the
direction perpendicular to the
flow of current. Note that the
laser modified region does not
exhibit any physical degradation
in the form of microscopic
material removal or cracking;
however, there is an obvious
change in the optical reflectivity.
The room temperature
resistance of this leg of the Hall
bar prior to laser writing was
174 ohms corresponding to a
sheet resistance of 25
ohms/square. After the first
laser scan, the resistance (a) (b)
increased by 5 ohms. Assuming
the laser modifies the entire
thickness of the film in the
exposed region, the laser 50 gm
modified stripe can be Figure 2. (a) An optical micrograph of a laser

considered as a resistance in modified film showing the change in the optical
series with the unmodified film. refletivity. (b) An optical micrograph of the
The area of the stripe is 0.025 an-e region of the film in Figure 2a aftersquares so the 5 ohm increase plasma otidation.
for this area infers a change in the sheet resistance from 25 to 200 ohms/square.



443

Two subsequent passes with the laser beam increased the total resistance by another
9 ohms. The calculated resistance of the laser modified region increased to 560
ohms/square. Althou$h the optical reflectivity increased after the first laser scan,
subsequent scans did not produce an easily detectable change in this
reflectivity. The electrical measurements, however, provided an easy means of
monitoring the laser processing.

Figure 3a shows the resistance versus temperature curve for a typical laser
modified superconducting thin film. The modified film shows a double transition;
the first at 87 K corresponds to the unmodified regions of the film while the second
corresponds to the laser modified region. The second transition, in this case
occurring at 71 K, has a transition
width of 9.0 K. If the laser processing 6.
was depleting oxygen from the surface
region of the film and converting the ' t"j .. a.
superconducting phase into an
insulating phase, we would not expect S 4"
to see the second transition. Even Wi
if the conversion to the insulating S I Go so 100
phase %as incomplete, we would not 2"
expect to see a transition at 71 K but 3
rather see a transition at 87 K and 1U I
measure a severely reduced critical M
current. The laser modifiqd film has a 0 -
critical current of 3.6 x 10OA/cm" at 65 6o 70 sO 90
K. This is approximately 30 times TEMPERATURE ()
lower than the unmodified film at the 6-
same temperature below its T.. It is 1,0 (b)
well known that reducing the oxygen U5 " '
content of YBa2Cu 30 7- depresses T. c 4-
and makes the material more resistive. _Based upon theoretical calculations, 0 3,
the laser induced temperature rise is so so 00
approximately 375-500 'C [7-8]. This 2
temperature rise is in agreement with
previous work in terms of removing ce
oxygen from these thin film .'
superconductors [9]. To confirm that a0 82 864 66 8' 90
the superconducting phase is only TEMPERATURE(I)
deficient in oxygen content and not the
metal constituents, we placed the
above sample in an oxygen plasma for F1ure 3. Resistance versus temperature data
approximately 1 hour [101. The plasma for the (a) laser modified film showing the
was formed in a barrel reactor at a characteristic double transition and (b) for the
power level of 50 W and an oxygen same film after plasma oxidation. Note the
pressure of 0.02 Torr. The resulting return of the electrical properties to those of
resistance versus temperature curve for the original film (Fig. 1).
the laser modified sample is shown in
Figure 3b. Note that the curve is
essentially identical to the unmodified curve in Figure 1. In some cases, the room
temperature resistance is still slightly above the original unmodified film possiblv
indicating some irreversible laser induced damage. but the double transition has
clearly disappeared leaving .the single, higher transition of 87 K. We have also seen
the room temperature resistance after plasma oxidation become lower than the
original film even though the transition temperature is identical to the orieinal.
unmodified film. Currently, we attribute this to an incompletely annealed starting
film, although it is still under investigation. In addition to the transport properties
returning to those of the original film, the optical reflectivity also recovers. This
can be seen in Figure 2b which is an optical micrograph of the same film shown in
Figure 2a after plasma oxidation. The laser induced stripe is essentially erased with
only a slight trace of where the beam wrote on the surface. It is possible that this
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slight trace is in fact some permanent laser induced damage.
The degree to which we can control the reduction of Tc using the in-situ

monitoring of the room temperature electrical resistance is remarkable. In
Figure 4, we have plotted the transition temperature for a variety of laser modified
samples. The horizontal axis is a measure of the change in the room temperature
resistivity in the laser modified region relative to the resistivity of the unmodified
film. Note that slight changes in the film resistivity, e.g., less than a factor of 10,
produce significant changes in T. Because the laser modified region is a small
fraction of the total resistance being 90
measured during the laser writing, -,
changes in absolute resistance on 70.
typical films may only be 1-2 ohms. .
As a result, the in-situ monitoring is 60.
essential for controlling the degree to 50.
which the films are modified. 40,

The data gathered for
Figure 4 was obtained by a 20
combination of varying the incident
laser power and/or maintaining 10
constant laser power and varying the 0.
number of scans. Some insight into 0 10 20 30 40 50
the nature of the oxygen removal 'WP
mechanism can be obtained by Figure 4. A graph of the variation in the
monitoring the change in room critical temperature as a function of the laser
temperature electrical resistance as a induced change in room temperature electrical
function of the laser power or number resistivity normalized to the unmodified film
of scans. In Figure 5, we have plotted resistivity.
the absolute resistance of a single
sample (film/laser stripe/film) as a
function of incident laser power with
each data point indicating a single T 600
scan. The first scan occurs in the .1
lower left portion of the graph with
successive scans occurring at 100
progressively higher laser powers. At
a power level of 42 mW, 8scans were
made without increasing the laser 400
power. As shown in the figure, each
successive scan produced a smaller
change in resistance. Not until the 300 .
laser power is increased do we see 0 10 20 30 40 50
another significant change in the LASER POWER (mW)
resistance value. This change in Figure 5. The resistance, of a single sample as
resistance at this new power level will a function of each laser scan. The first scan
also decrease with successive scans as occurs in the lower left portion of the graph
can be seen at 48.75 mW of incident with succeeding scans occurring at higher
laser power. The saturation of power levels.
the change in resistance at a given
laser power could be attributed to a diffusion mechanism where the surface oxygen
atoms are readily removed while oxygen atoms deep in the film must diffuse to the
surface. The increase in the resistance due to an increase in power may result from
the increased laser induced temperature rise in the wings of the beam and effectively
removing oxygen from a wider stripe. However. no broadening of the high
reflectance stripe is seen under these conditions. At the present time, we do not
understand the precise details of the laser induced oxygen removal and are
continuing to explore it.

A significantly different effect from the data presented in Figure 4 can be
seen in Figure 6. In this case, we have modified two independent Hall bars on the
same sample. In tht first case, shown by the solid line in Figure 6b. we have
induced a resistivity change approximately 20 times that of the unmodified region



445

*whereas in the second case, shown by the dashed line, the resistivity change is
approximately 280 times. In both of these cases, the second transition temperature,
i.e., the transition corresponding to the laser modified strip, is 76 K. Not only
should a resistivity change of 20 produce a much lower T, the fact that both
resistivity changes produce the same transition temperature is disconcerting. Critical
current measurements on the first sample cornpared very favorably with th original
film; 2 x 104A/cm2 at 61 K for the laser modified film versus 4 x 104A/cm7 at 75 K
for the unmodified film. However, critical current measurements on the second film
were impossible to obtain due to a spontaneous film failure in which the structure
suddenly stopped superconducting while at cryogenic temperatures and remained in
the non-superconducting metallic state. This experiment was repeated several times
with the same result; over a very wide range of laser induced resistance changes, the
transition temperature of the laser modified region was in the neighborhood of 76-80
K. However, on films with a large laser induced room temperature resistance
change, the superconducting state was
often unstable and did not last for VUW F".M
more than a few hours. Failure of the No IU So oI TH
high resistance films may be indicative
of a very weakly connected VI
superconducting path. Further

analysis of the unmodified regions ofth ilm via X-ray diffraction revealed I

the desired YBa 2Cu3 0 7 -. phase plus a 0
small fraction of Y2Ba 4 CusOg_.. It is Wfft.AUMbelieved that the superconductivity in 000~ L

both the low resistivity and the high I

resistivity laser modified films is being
carried largely by Y 2Ba4CusO9_F which
is known to have a transition /
temperature near 80 K [111. This

indicating that oxygen removal is /
considerably more difficult in
Y2Ba 4CusO9v than in YBa 2Cu 3O,7 -.
The fraction of Y2Ba 4 CuOg.y in this
film is less than that which is required
to maintain a percolation path in thin
films. However, observations that the oL
Y2Ba4CusOg.y phase usually occurs as t, US

intergrowths in the YBa2CU3O7-ale
Fhase [13] suggest that a smaller

raction ol Y2ra 4CusO9_y could still
maintain superconductivity across the
5 pm laser modified region. One
might ask how the critical current
measurement could be so good for the
first case if the supercurrent is being
carried by a Phase that is known to be e
only a small fraction of the total iDumArMUnh 0
material. It must be remembered.
however, that the critical current Figure 6. Transport data for a multiphase
measurement on the unmodified film superconducting thin film. (a) Unmodified
was measured at a temperature where film. (b) Laser modified film. The solid line
the Y2Ba 4 Cua0 9 _y phase was barely has a resistivity change of 22 while the dashed

superconducting and thus not curve has a resistivity change of 280. (c)
contributing to the critical current Plasa oxidizedaOi.
measurement. If we have selectively removed the oxygen from the YBaCu30-_,
phase material and left the YBa4Cus09_. material intact, this opens up the
possibility of some novel structures fabricated from multiphase materials. It is
interesting to note thm, plasma oxidation of these films returned them to their
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original state as shown in Figure 6c.

CONCLUSION

We have shown that localized laser heating of YBa2Cu 3O... x thin films in
a vacuum can produce a superconducting phase with a reduced transition
temperature. Plasma oxidation returns the laser modified films back to their original
superconducting state indicating the laser induced phase is oxygen deficient. By
monitoring the room temperature electrical resistance in-situ, one can control the
laser writing parameters necessary to achieve the superconducting state instead of
the fully oxygen depleted semiconducting state. The laser modified region has a
reduced critical current which suggests that this technique might be useful in
fabricating weak link structures. The ultimate resolution of this technique is
believed to be the laser induced temperature profile and under the proper conditions
of incident laser power and spot size, submicron structures should be possible.

ACKNOWLEDGMENTS

We would like to acknowledge the encouragement and advice of our colleagues
Philippe Barboux, Laura Greene, Jean-Marie Tarascon, Daniel Daly and John
Rowell We also acknowledge the committed technical support of Kervin Evans
from Tougaloo College.

REFERENCES

1. J. G. Bednorz and K. A. Muller, Z. Phys. B 64, 189 (1986).
2. M. K. Wu, J. R. Ashburn, C. T. Torng, P. H. Hor, R. L. Meng, L. Gao, Z.

J. Huang, Y. Q. Wang and C. W. Chu, Phys. Rev. Lett. 58, 908 (1987).
3. M. Rothschild, J.H.C. Sedlacek, J.G. Black and D.J. Ehrlich, IEEE Elec.

Dev. Lett., 9, 68 (1988).
4. M. Rothschild, J.H.C. Sedlacek, J.G. Black and D.J. Ehrlich, Appl. Phys.

Lett., 52, 404 (1988).
5. G. Liberts, M. Eyett and D. Bauerle, Appl. Phys. A, 45, 313 (1988).
6. Siu-Wai Chan, B.G. Bagley, L.H. Greene, M. iroud, W. L. Feldmann, K. R.

Jenkin II and B. J. Wilkins, App1. Phys. Lett., 53 (1988) 1443.
7. I.D. Calder and R. Sue, J. Appi. Phys. 53, 7545 (1982).
8. J. Heremans, D.T. Morelli, G.W. Smith and S.C. Strite 1II, Phys. Rev. B. 37,

1604 (1988).
9. S. Uchida, H. Takagi, T. Hasegawa, K. Kishio, S. Tajima, K. Kitazawa, K.

Fueki and S. Tanaka, in Novel Superconductivity , edited by Stuart Wolf and
Vladimir Kresin (Plenum Press, New York 1987), p. 855.

10. B.G. Bagley, L.H. Greene, J.-M. Tarascon, and G.W. Hull, Appl. Phys.
Lett., 51, 622 (1987).

11. K. Char., M. Lee, R.W. Barton, A.F. Marshall. I. Bozovic, R.H. Hammond,
M.R. Beasley, T.H. Geballe, and A. Kapitulnik, Phys. Rev., B38, 834 (1988).

12. K. Char, private communication.
13. A.F. Marshall, R.W. Barton, K. Char, A. Kapitulnuk. B. Oh. R.H.

Hammond and S.S. Laderman, Phys. Rev. B37, 9353 (1988).

T)

i



447

SELECTIVE-AREA LASER PHOTODEPOSITION OF TRANSPARENT
4CONDUCTIVE Sn02 FILMS

R.R. KUNZ, M. ROTHSCHILD, and D. J. EHRLICH
Lincoln Laboratory, Massachusetts Institute of Technology,
244 Wood Street, Lexington, MA 02173

ABSTRACT

The deposition of Sn0 2 films has been demonstrated using an
ArF (193-nm) excimer laser to drive the photochemical reactions
of mixed SnCI4 and N20 vapors. Without any annealing, films
100 nm thick grown on room-temperature substrates have
resistivities as low as 0.04 12-cm. The optical bandgap of
3.20 eV and transmission cutoff wavelength of 330 nm compare
favorably with films obtained using alternate higher temperature
techniques. The maximum temperature excursion during the 20-ns
laser pulse is estimated to be 300 to 400 0C.

Introduction

The unusual combination of high visible-wavelength
transparency and good electrical conductivity has made Sn0 2
films important for, among other applications, optoelectronic
devices [1], resistive heating elements (2], and barrier layers
for solar cells (3]. The thin films necessary for such devices
can be deposited with the usual sputter, evaporation, and
chemical vapor deposition techniques [4], but these require high
processing temperatures or post-deposition annealing to obtain
the desired properties. This letter reports the laser
photochemical deposition of Sn0 2 to yield highly conductive and
transparent thin films of Sn02 at low substrate temperatures and
without annealing. As with other photodeposition processes [5],
selective-area growth can be achieved by patterned surface
irradiation.

Experimental

The films were deposited using SnCI4 and N20 as the
reactants on room-temperature fused silica substrates which also
served as input windows. An ArF excimer laser (193 nm) was the
photon source. At 193 nm, SnCl4 undergoes photodissociation
via [6]

SnCl 4 + hV (6.42 eV) -+ SnCl3 + C1 (1)

with an absorption cross section [6] in the vapor phase, of
3.8x10- 1 7 cm2 . Subsequent photochemical reactions of SnCl3 may
strip further Cl atoms from the trichloride radical. N20
undergoes photodissociation to form N2 and metastable oxygen

u. .\Sm pcvliiimUqa.K~.c .lt
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N20 + hv (6.42 eV) -4 N2 + O(
1D) • (2)

The vapor phase absorption cross section [7] at 193 nm for
reaction (2) is 7.9x10- 2 0 cm2 . We note that both of these vapor
reactants adsorb strongly on SiO2 surfaces, with unknown
consequences to the photochemical channels.

Results

Initial experiments were performed using 0.75 Torr SnCi 4 and
50 Torr N20, and a laser fluence of 20 mJ/cm

2 per pulse. Under
these conditions, the photochemical reactions result in two solid
products. The first is a moisture-sensitive white powder which
collects on all surfaces. Fourier transform infrared spectroscopy
(FTIR), Auger electron spectroscopy, and solubility analysis
reveal this powder to be predominantly SnOCl2 . Figure 1 shows
the FTIR spectrum of this product, where it is shown compared to
that of SnOCl2 as previously reported [8]. The second product is
observed only where the beam irradiates the fused silica surface.
It is conductive and, on the basis of evidence below, is
identified as primarily SnO2 .

The resistivity of the SnO2 films is shown as a function of
laser fluence in Figure 2; the laser pulse rate was 5 Hz and the
total number of pulses was 104. Note that a minimum laser
fluence of 10 to 20 mJ/cm2 per pulse is needed to form conductive
Sn0 2 ; below this only SnOCli is formed. At laser fluences
greater than 70 to 80 mJ/cm2 per pulse, ablation of the film is
observed and little SnO 2 is deposited.

Figure 3 shows the SnO2 film thickness versus the number of
pulses at a laser fluence of 20 mJ/cm 2 per pulse; note that the
film thickness begins to saturate with dose at -100-nm thickness.
The 193-nm absorption coefficient of these films was measured to
be 1.5x10 5 cm-1 , corresponding to an absorption length of 67 nm.
From Figure 3, the maximum film thickness achievable appears to
be approximately two absorption lengths. This is expected since
the beam irradiates the reaction volume through the growing film,
and hence film growth slows when the laser _rradiation becomes
seriously attenuated. A slightly more detailed analysis shows
that the reaction rate reduction scales approximately as the
Beer's - Law attenuation and is consistent with film growth
limited by a photochemical channel dependent linearly on
transmitted intensity.

The curve indicating the total SnO2 thickness in Figure 3
(squares) is not representative of the conductive Sn02 layer
thickness. Rather, a fraction of the SnO2 layer consists of
poorly adherent, powdery Sn02 (confirmed by wet etch resistance).
This layer can be easily removed via polishing, leaving behind a
hard, conductive, adherent Sn02 layer. The thickness of the
hardened layer is shown in the lower curve of Figure 3 (circles), jI
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Figure 1. Fourier
transform infrared spectrum

I of SnOCl2 formed via
photolysis of SnCl4 and N20

, I.at 193 nm.

INANUMPER

WAVINUUISLR 10-t)

'0 M Io. Figure 2. Tin oxide
.,PAT[ 6* resistivity versus the

. laser fluence used during

P 1growth. For each point, the
total number of pulses was

fixed at 104, the SnCl4
pressure was 0.75 Torr, the

N20 pressure 50 Torr, and

the laser pulse rate was 5

00, OS , 5.. i Hz.

ENERGY PER PU&SE Iffij/U0

In C 01. 51.. I

Figure 3. Tin oxide total

film thickness versus the

number of pulses at a
constant fluence of 20
mJ/cm2 per pulse. The gas
pressures and laser

repetition rate are the
same as in Figure 2.

__ OF S |• 14~ ~~oo UUU W ii iA ltoS

plU~al-n oW1 l,'l .all



1.
450

where the shaded area represents the poorly conductive SnO2 layer
thickness.

The optical absorption coefficient of a laser-deposited film
versus photon energy was measured. The cutoff energy was 3.7 eV
(330 nm), well within the range of good films deposited by other
means. Heating to 550 *C for two hours in air is a fairly common
post-deposition treatment to maximize the conductivity [9] of
conventionally deposited Sn02. It is interesting to note that
this anneal had little effect on either the optical absorption or
the resistivity of the laser photodeposited films. By plotting
this data in a similar fashion to Spence (10], the bandgap was
determined to be 3.2 eV for the as-deposited film and 3.1 eV for
the annealed film. Each is quite close to the reported [11]
value of 3.54 eV for pure, crystalline SnO2. Auger spectroscopy
showed there to be undetectable (less than 1%) chlorine in the
as-deposited film. Although the actual concentration of chlorine
was not measured, its presence even at less than 1% levels may
effect the electrical properties of the films (12].

The deposition process is initiated by the photochemical
reactions (1) and (2). Among the many possible vapor-phase
reactions involving the photoproducts, reaction (3)

SnCl3 + O(lD) -4 SnOCl2 + C1 (3)

is known to occur. Calculation of the gas phase density of
SnOCl2 after each laser pulse, based on reactant pressures and
absorption cross sections, photon flux, and rate constants [13]
results in a calculated SnOCl 2 concentration of 3x10

1 5 cm- 3

(limited by the availability of atomic oxygen). If one-sixth of
the SnOCI 2 were to condense on the fused silica window, this
would correspond to 5x10 14 cm- 2 SnOC12 molecules on the surface,
or approximately a half monolayer before the next pulse.
Figure 3 shows that, initially, a -0.01-nm thickness of SnO 2 is
deposited per pulse. This suggests that only a small fraction
(< 5%) of the SnOCl2 molecules adsorbed on the window actually
react to form SnO2. The remaining fraction undergoes evaporation
and secondary reactions resulting in revaporization.

The absorption coefficient of fused silica at 193 nm is of
the order 10- 3 cm-I, whereas those of SnOCl2 and SnO2 are (by our
measurements) 3x10 5 cm-1 and 1.5x10 5 cm- I , respectively. As a
result, 193-nm substrate absorption is dominantly in an
oxychloride adsorbed layer even at submonolayer thickness. The
temperature rise due to the laser pulse depends strongly on the
condensed-layer thickness. If it is assumed that the dominant
absorbing layer is SnOCl2, calculation of the temperature rise
indicates that the maximum temperature during the laser pulse at
50 mJ/cm2 per pulse is less than 150 OC for SnOCl2 layers less

'I!
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than 4 nm thick. The thermal conversion to the oxide cannot
occur at these thicknesses since SnOCl2 thermally decomposes into
SnO 2 only at temperatures greater than 150 *C [8] . However, a
photochemical conversion is not ruled out. Once the growing
oxychloride film becomes thick enough to absorb a significant
portion of the laser energy, the laser-induced temperature rise
can exceed 150 OC and the formation of SnO2 can proceed via a
thermally activated mechanism. Thermal analysis places an upper
bound of 300-400 0C on the peak laser-induced temperature of a
fully attenuating film at the maximum laser power of the
experiment which is 70 mJ/cm 2 per pulse.

A subsequent photoprocess, perhaps a photothermal reaction,
appears to be essential to achieve good material properties
since, when low-fluence laser pulses are used, the films never
acquire low values of resistivity (see Figure 2). Evidence for a
thermal reaction is supported by recent UV-lamp-induced growth of
SnO2 from SnCl4, where substrate temperatures in the range of
300-400 'C were required to obtain comparable resistivities [14].
The nature of this mechanism is unclear, but may involve out-
diffusion of chlorine, recrystallization, or subtle changes in
stoichiometry. The benefits of high-fluence irradiation observed
here do not depend upon vapor-phase formation of oxygen atoms, as
is thought to be the case for UV photochemical annealing of
tantalum oxide [15]. Several samples of SnO2 were prepared using
only 5x10 3 pulses at 20 mJ/cm2 per pulse (see Figure 2). The
samples were then irradiated with another 104 pulses, one sample
in 500 Torr helium, another in 500 Torr N2 0. In spite of the
efficient generation of oxygen atoms in the latter case, the
resulting resistivities for the two ambients were virtually
identical (0.57 [2-cm). This suggests strongly that the annealing
mechanism is photothermal. Figure 3 clearly illustrates this

annealing by plotting the fraction of the SnO2 layer that
exhibits good adhesion, hardness, and conductivity as a function

of the annealing time (number of pulses). The conversion of the
film properties due to laser exposure is evident as the

conversion continues even after the net film growth stops.
The overall reaction scheme can now be summarized

SnCl4 (g) + N20 (g) + hn - SnOCI2 (g) + N2 + (2CI or C12) (4)

SnOCl2 (g) -4 SnOCl2 (s) (5)

SnOCl2 (s) + hn -4 Sn02 + SnOCl2 (g) + fragments (6a)

SnOCI2 (s) + (laser heat) -4 SnO2 + SnCly (g) + SnOCl2 (g) (6b)

f
SnO2 (p>10 3 ) + (laser heat) -4 SnO2 (W<0 - 1 ) (7)

where reaction (6a) represents a photochemical conversion and y
is an integer 5 4, and reaction (6b) represents a photothermal
reaction that takes place once film growth begins. Reaction (7)
is the laser annealing step.
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conclusion

In summary, selective-area photodeposition of SnO 2 with
resistivity as low as 0.04 [-cm has been demonstrated with an ArF
excimer laser. Based on previous studies, even lower resistivity
may be possible through the incorporation of dopants such as
indium, antimony or fluorine during film growth. The mechanism
for the film formation is thought to be through the
photochemically activated vapor-phase reaction of SnC1 4 and N2 0
to form SnOC12 . The SnO2 is grown via the decomposition of thin
layers of the SnOCl2 that accumulate between laser pulses. The
transient (20-ns-duration) temperature of the surface does not
exceed 300 to 400 0C throughout the film growth and does not
penetrate significantly into the substrate. The optical bandgap
of 3.2 eV and transmission cutoff wavelength of 330 nm compare
favorably with films deposited by other means.
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ABSTRACT

We report here the crystallization kinetics of thin (5nm and 60nm) amorphous
as-(eposiled Ge films using diffraction limited laser beam irradiation and laser pulses
between 30ns and I mS. The recrystallization of crystalline as-deposited films was also
studied for similar laser conditions. Crystallization was observed for pulses as short
as 50ns. We conclude that the use of small beam spots (-lpm) gives a very different
crystallization morphology from that observed previously for larger beam diameter and
same laser pulse length. In our case for short irradiation times, the nucleation process
dominates over crystal growth. Laser irradiation or as-deposited crystalline films
produced grains with significantly less defects than grains crystallized from
as-dleposited amorphous films. Temperature calculations allow us to understand these
results by showing that only the small spot irradiation sustains the material at high
temperature For times comparable to the pulse width.

INTRODUCTION

We report the crystallization kinetics of thin Gc films using diffraction limited
laser beam irradiation and laser pulses between 30ns and I mS. Both amorphous and
fine grain polycrystallinc films were sludied. The experiments presented here used thin
(35nm and 60nm) films of germanium on SitN 4 membranes.

EXPERIMENTAL

In our study, the substrates were customizcd for TEM analysis: Germanium
films, 35 and 60nm thick, were deposited by electron beam evaporation on 150nm
thick Si1N 4 membranes. Films deposited at room temperature were amorphous; those
deposited at 500"C were polycrystalline with average grain size -20nm.

The irradiation was carried out in air with a Krypton laser (A = 647nm) . A
high quality, 0.47 NA lens was overfilled by the gaussian profile laser beam. This
produced a diffraction limited spot of theoretically 1.7pm diameter (I/e 2). This small
spot size was confirmed by optical microscopy. The focus was maintained on the
sample by means of an automatic servo control using a separate GaAs laser. The
Krypton laser was used to Ioth optically monitor and induce the phase
transformations. The laser irradiation was performed through the nitride layer at a
variety of laser powers and pulse lengths, controlled by an extra-cavity acousto-oplic
modulator. The experiment consisted of single pulses whose duration and power was
controlled by a computer. The laser pulses ranged between 30ns and ImS. The
maximum power incident on the sample was 40mW.
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RESULTS AND DISCUSSION

Figures la and lb show the cffect of the laser irradiation for a 35nm thick,
amorphous Ge film for laser pulses of lOOns and lOOps, respectively. The short pulses
(under or equal to 200ns), as Fig. Ia shows, produce a crystallized area with a random
distribution of crystallites in the central region, finer grain structures further away
from the center, and an irregular perimeter which enclose some amorphous material.
This indicates that the laser pulses have induced nucleation; a result that differs from
results obtained by others in thicker unsupported films, where pulses of the same
duration predominantly induced grain growth [2].

Figure I. Crystallization of 35nm amorphous Ge. (a) 38mW, lOOns laser pulse. Outer
crystallites are mixed with amorphous material. Morphology is typical of short pulse
irradiation. (b) 6.5mW, loops pulse. Note helical grains forming concentric rings
surrounding central ablated region. Ablation always occurred with crystallization for
these long times and this thickness.

Laser pulses or Ips or longer produce a crystallized area having a circular shape
with smooth edges. The appearance indicates that a cooperative crystallization front
propagates outward, a result reported previously [2] for nanosecond pulses and
unsupported films. Figures 2a and 2b show the crystallization for a 60nm thick sample
irradiated for loops at two different laser energy densities. The central area has a
radial structure with elliptically shaped crystallites which contain a high density of
defects. At the edge of this zone. a thin concentric area with very small crystallites iF
present as shown in Fig. 2a.

The most dramatic result for longer pulses and higher laser power densities was
the multiple concentric crystalline rings. These were observed only in the amorphous
samples and only for pulses of 10ps or longer. The number of rings increased with

* pulse width or sample thickness (60nm) as sh':.,n in Figs. lb and 2b. The periodicity
of each ring increased with distance from the irradiation center which implies that
grain growth was favored over nucleation. Note that the rings which were observed
previously were equally spaced and crumpled due to stress. Since our laser pulses are
very long, our material has time to relax structurally. In fact, amorphous Ge has been

!I
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Figure 2. Irradiation of a 60nm amorphous Ge film. (a) 2.5mW, lOOps pulse. Note
radial crystal growth. Edge consists of tiny crystals. (b) Effect of increase of laser
power. Note central radial grains surrounded by concentric rings. Ablated spot was
carried by 4.8mW incident and lOOps long pulse and nonablated spot was from
3.6mW, lOOps pulse.

found to relax continuously to a lower free energy state [3]. It has been shown by
Raman spectroscopy of Si, which is very similar to Ge, that these continuous relaxation
states arc related to the average bond angle distortion of the lattice network [4]. The
heat liberated by crystallization of germanium is 83.6 cal/gm, which is large. However,
it is not enough to maintain this multi-event crystallization without additional heat
from the laser. The crystals in these outer concentric rings grow with a helical direction
to the interface where the small crystallites just. discussed appear to play a major role
in the nucleation of the crystalline rings. The strange growth direction has been
interpreted in electron beam induced explosive crystallization of a-Ge films to be due
to the significant radial temperature gradient [5]. A second explanation could be the
presence at this interface of a convection effect due to the discontinuity of the thermal
gradient defined by the beam profile, the diffused heat and the heat of crystallization.
In fact, very often convective effects have been observed in crystals growing from the
melt [6].

Finally, irradiation of films which were crystalline as-deposited with conditions
which were similar to those used for the amorphous as-(eposited case resulted in
dramatically dilTcrcnt crystalline morphologies. Figure 3 shows these rcsulLs for a
30nm thick polycrystallinc sample irradiated for loops. The nonirradiated area
consists of grains with an average size of 140nm. The irradiated area consists of large
recrystallized grains with very few defects. No extra concentric zones were ever
observed. When the laser-melted spot recrystallized, there was no additional energy
gain to be obtained from the polycrystalline surroundings. Thus, the diameter of the
laser recrystallized region is limited in size to the area initially melted by the laser.
Several grains nucleated independently and the crystal growth was competitive
resulting in irregular grain boundaries and equiaxed grain shape.

II
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Figure 3. Laser irradiation of 30nm crystallized Gc film. The power was 9mW and
the laser pulse lOOps. Laser recrystallization of melted region produces grains with
much less defccts than amorphous as-deposited film.

Finite difference calculations were performed using a three-dimensional solution
to the diffusion equation to model thc temperature profiles during heating and cooling
due to laser irradiation.

Figure 4 presents the calculations which were performed to understand the
result of short crystallization pulses for our experimental configuration and that of
Bostanjoglo [7]. The structure corresponding to our experimental configuration was
denoted as A and consisted of 35nm Ge/l50nm Si3N 4 . Pulses of lOOns A, and 1000ns
A2 duration and FWHM diameter of 0.771im were modelled. The structure
corresponding to that of Bostanjoglo et al. was lenoted as B and consisted of 90nm
Ge freely suspended. A 3.7W, 25ns pulse with 151im FWHM diameter was assumed
to be absorbed. This is consistent with the experimental pulse used [7]. A qualitative
comparison of the time the heat remained in the spot was obtained by calculating the
temperature versus time for a maximum temperature rise of 700'C at the end of the
pulse at radii of 0.4 5p and 9.5 / for A and B, respectively. The actual crystallization
temperature will vary with the time the heat is applied and the film thickness [8], but
will be near 700'C. The temperature of At cooled 20% to 560^C 15ns after the end
of the lOOns pulse. However, B required 2200ns to cool to 560^C after the 25ns pulse
ended. Thus, the experiments using structure B correspond to crystallization of a-Ge
in the ps regime with the configuration A. This is the reason why we observed a
morphology similar to that of Bostanjoglo with pulses of l0OOns or more duration. The
temperature versus time for a 10OOns pulse A2 is also plotted. We see that the
temperature is within 20% of maximum after 525ns. The majority of the heat in
structure B is removed by lateral diffusion. Since the diameter of the irradiated region
is approximately 20 times larger than A it takes longer for the heat to leave. I
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Figure 4. Calculated temperature versus time corresponding to the experimental
conditions: A, (13.3mW, lOfns), A2 (4.waw, 10ns). Sample is 35nm Ge/150nm

Si3N 4, with a laser beam diameter of 0.77pm FWHM. Temperature measured at
0.451im from the spot center. B (3.7W, 25ns). Powers are absorbed values. Sample
is 90nm Ge irradiated with a laser beam diameter of i5 m FWHM. Temperature
measured at 9.55pm from the center. Note the much longer cooling time of B
compared to Ap-

CONCLUSION

The effect of diffraction limited laser beams, pulse width and power on the
crystallization morphology of germaniumonwas examined. Crystallization was observed
for 50ns pulses. Laser irradiation of as-deposited crystalline films produced grains
with significantly less defects than grains crystallized from as-deposited amorphous
films. Two different morphologies were evidlent within the laser crystallization ,of
amorphous samples for laser pulses shorter or longer than I/us.

The length of the laser pulse determined whether nucleation or grain growth was
the inain crystallization process. Short or long irradiation times resulted in nucleation
or grain growth dominated crystallization, respectively.

The longer pulses gave a complex morphology which is similar to the previous
reported nanoseconds regime where the crystal growth process is dominant. The
microstructure from shorter pulse irradiation was new. We could explain this result
by calculating the temperature versus time and show that the use of diffraction limited
beams and nanoseconds, results in a very different time duration of the sample at high
temperature.
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ABSTRACT

The <1I1> face of an antimony single crystal was irradiated under ultra-high-vacuum conditions by
the 193 nm radiation of a high-power excimer laser. The effects of the laser beam on the sample as a func-
tion of the light Energy Density (ED) and of the atmealing Repetition Number we presented.

Surface studies by Auger electron spectroscopy, scanning electron microscopy and low enegy
electron diffraction show that an atmically clean and weln ordered surface can be produced by timh
A strong chemical reduction is induced by pulsed aser annealing above 100 to 130 mJ/cm . Surface
analysis shows that, for an ED less than 500 mln'mi, the surface evaporates without melting deeper than
200 nm. Evidences for oxide modification and for organic molecule desorption were observed even after
irradiations with an ED as low as 45 mJ/cm2 .

The surface reduction is described by a thermal model involving surface heating and subsequent
evaporation of the oxide layer. The desorption and diffusion processes may involve both thermal and
photolytic mechanisms.

INTRODUCTION

The native oxides on the <111> face of an antimony single crystal
have been irradiated by the 193 nm radiation of a high-power excimer
laser under Ultra-Righ-Vacuum (UHV) conditions. Surface analysis by
Auger Electron Spectroscopy (AES), Scanning Electron Microscopy (SEM) and
Low Energy Electron Diffraction (LEED) was performed iA±Xt& to study the
effects of the Pulsed Laser Annealing (PLA) parameters ( i.e. the number
of exposures to the laser beam, heaeafter called the "Repetition Number"
(RN) ; and, the Energy Density (ED) of each exposure to the laser beam).
We show in section 2 that the pulsed laser annealing is a powerful tech-
nique and that it can provide flat and atomically clean surfaces. A
thermal model description of the observed results is considered in the
third section. The numerical simulations provide a useful insight into
the basic mechanisms involved in the superficial modifications.

XXPRRIZUNTAL CONDITIONS

The Sb <111> surfaces from an ultra-pure single crystal were oxi-
dized one month in air, mechanically polished with one micrometer alumina
powder, and rinsed in alcohol before being introduced into the vacuum
vessel (background pressure . 10- 8 P during analysis, 10-6 P during PLA).
The samples were irradiated with the 30 ns pulsed beam of a high-power
excimer laser ( emission at 193 nip). The length of the square areas side
homogeneously irradiated, ranges between 0.2 and 1.2 mm. The cylindrical
mirror electron analyser used for AES has 0.4 % relative resolution. The
SEM analysis was performed by imaging the absorbed electronic current
from the electron gun of the scanning Auger microscope (30 Jim resolu-
tion). The LEED diagrams were observed by means of a four grids retar- .,
ding field analyser. A

,XPURINZNTALL RZSULTS

The image showed a decrease of the secondary electron emission (SEE)
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from the irradiated surface. The contrast became noticeable when the
sample was irradiated three times with an ED of 45 mJ/cm2 ; only once, at
an ED of 65 mJ/cm2 ; and always after treatment at higher ED or higher RN.
Exposed surfaces looked flat and displayed sharp borders. However, over
500 mJ/cm 2 , the decrease of the SEE yield extended beyond the irradiated
area. No crater formation was observed though. 200 nm deep lapping
defects seemed to be sites of preferential laser sputtering and did not
disappear even at the highest irradiation ED.

A diffuse LEED pattern could be observed after 50 PLA at 300 mJ/cm2 .
No peculiar surface reconstruction was obvious.

Figures 1 and 2 present the evolution of the intensities of the
Auger signal of C, 0, semi-metallic Sb and Sb oxides versus RN (1, 3, 10,
50), and fig 3, versus the ED of a single irradiation, and after one (A)
and fifty (B) laser shots. No other element was detected at the surface.

The black symbols represent
the semi-metallic Sb : the

AES Atriangle, the Auger line at
-E A 465 eV, the square the 2760eV line. The white symbol

WL) designate Sb oxides at 442
50. . eV (triangles) and at 25 eV

- (squares). The oxygen
40.. Auger signal at 510 eV is

displayed by an 0; the
carbon one at 272 eV, by

30 a"C".

20. The effect of the
repetition number

1-------------Figures 1A and lB show
that a repeated laser
annealing with ED greater

r.0 than 135 mJ/cm 2  leads
progressively to a similar
surface composition free of
contamination. At an ED of
500 mJ/cm 2, the surface is
completely cleaned after
the first exposure.

30 Beween 45 and 65
mJ/cm2 (fig 2), the repeti-

2 tion of the irradiation
contributes mainly to
decrease the superficial
carbon concentration.

- _ During this cleaning the
-Auger signal intensities of

110 50 oxygen and of the NNN and
the MNN lines of antimony
oxides first increase

Fig 1. The effect of the repetition of slightly and reach a situ-
the PLA on the surface composition ation which may be inter-
obsered by AES at 135 mJ/cm2 (A) and 200 preted as a clean oxide
mJ/cm M. surface, before decreasing

again.
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Since the semi-metallic
Auger signal remains
constant, this behavior 30
is related to a modifi-
cation of the nature of
the oxide. A Oxygen

~a Oxdde

The effect of the ED o
parameter 0

Figure 3. presents 100

the effect of the ED R.N.

parameter on the super-
ficial atomic composition
and on the chemistry
after one and fifty laser Fig 2. Same as Fig 1., between 45 and 65
shot(s) respectively. mJ/cm

2
.

The ED scales report the
ED of a single laser
irradiation. The variation of the apparent threshold ED for chemical
reduction versus RN clearly appears. A general increase of the inten-
sities of Auger signals indicated on fig 3.A. by the large dashed line
is observed after the one shot PLA below 70 mJ/cm

2
. It is caused by an

increase of the yield of the electron avalanche induced by the primary
electron beam excitation and by the decrease of the superficial SEE
yield.

MAX. SUPERF. TEMPERATURE (K MAX. SUPERF. TEMPERATURE(K)
500 1000 500 1000

AES Metal eta

80 A. (au.) B.
50 14 50.

40 T 40

30, 30, :
20+ 20

10 10

40 Oxide 40 Oxide

30 30 -

20 20,

10 10

50 100 &X 50 100 500

E.D. (mi/cm2) E.D. (mJ/cm 2)

Fig 3. The effect on Auger signal of the ED, respectively, after one (A)
and fifty (B) exposures to the laser beam. The lines present theresults from numerical simulations (see text).

I4



464

R~mn v p9 ha aup.rinenal eaaatin

The observations show that the surface is not deely (<200m) melted
during pulsed irradiation with ED lower than 500 mJ/cm , but that heating
plays a significant role, and that the oxides progressively leave the
surface when ED exceeds 130 mJ/cm 2 . These first conclusions suggest to us
a thermal-model description of the ablation process.

Below 100 mJ/cm2 , the surface organic contamination is easily
removed; however, 50 laser shots slightly modify the superficial compo-
sition of the oxide, as observed by AES. The PLA treatment seems to be
more efficient than the usual thermal annealing in UHV for removing the
carbon contamination [1], since no ion milling is needed.

The SEE yields of oxides are known to be larger than those of
metals. The correlation between the SEE yield decrease, the modification
of the nature of the oxide (fig 2), and the increase of the Auger elec-
tron yield (fig 3), observed after PLA at low fluences, is evidence of
the oxide diffusion towards the bulk.

SIMULATIONS

Substrate heating and heat conduction are the more energy consuming
mechanisms since :
- the complete reduction or evaporation of a 100 nm thick oxide layer
needs a fraction less than 10-3 of the deposited energy.
- The photoemission process takes less than several percent of the light
energy [2].

Moreover, since the oxide layer is thinner than the heat diffusion
depth during the irradiation : e < 4 4DTP (Tp - 30 ns), heating is
driven by the thermal properties of the substrate [3].

'l'a nti~la thermal mndalinl

Assuming constant optical and thermal properties of the material
during heating up to the melting temperature, the heat equation is linear
(linear maximum superficial temperature rise versus ED). In such condi-
tion,the superficial tempe-
rature rise (dT(K)) is |-
related to the ZD(mJ/cm 2 ) 0
by the following formula : 0-

dT = (I-R) *-E - M.

where I denotes the W1..
refle .ivity; d, the
density (6.7 9/cm3 for Sb); 40
Cp, the specific heat (0.23 3W
J/g K); B, the thermal C.
diffusivity (0.12 c2/9). ~200
The number 5.20 refers to a JO
comparison with the GaAs 01 1 11
thermal properties and its
behavior under PLA (4]. -2 -1 0 1 2 3 4 5 6 x10-
This approximation has been Time (W)
confirmed by more extensive rig 4. The compu ted superficial2 tempe-
calculations as represented rature rise caused by a 100 mJ/cm expo-
on figure 4.for a 30 ns- sure on an antimony single crystal.
gaussian laser pulse whose width is 2 mm. In this case, the total ED is
100 mJ/cm 2 . The center of the 30 ns long gaussian time profile of the

1i
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laser pulse coincides to the origin of the time scale (5].
The calculation of the

Etotal amount of evaporated
1].[10 fzSM material, based on the
1=0 ifzss LANGMUIR - KNUDSEN - HERTZ

l-kkm : equation, includes the vapor
eZP(-[tE)) pressure (Pv) dependance on

the temperature. The total
ap-e(- ]) amount of material evapo-

a z.T rated was approximated by a
0 U Depth finite series over the

Dam= temporal thermal profile of
1-[ 10 .ep(-z) the surface as shown in Fig

b 4 by the bold line and grey

area. We used the data from
table I [6]. The evaporation)I- aL. zp(-±) rate, Q (at/a), is given by

w ) * ex( ~v 2,mk).
0

Depth b+Ah Q=Pv*(2x0m* M-0-5

E where a is the molecular
1-[0 zs€ mass; k, the Boltzman
1- ]0*exp(-z.&) ifz>C constant; and,T, the

d absolute temperature.The
ife<C vapor pressure depends

*eXp(-I1]) strongly on temperature

ifeac CP /
I(JA-) * ~(-IeVD

+ P, (+) = 10

r lbugidLay: At the same tempera-
0 U0 z ife<Cs tures the evaporation rate

D-ep- of antimony tetramers is 30to 100-fold less than that
- of Sb4 06 . We have approxi-

mated the variation of the
sputtering rate during the

Where: X dewoestfememfreephofhtelecUos oxide layer evaporation
i ftkIhapahdckuofth eoVotmwdayer assuming that it linearly
frMMiViI1i&SiIf1~cS evolves from the oxidic

aA"ed aramews deurcing aerainces. state rate to the one of the

Fig 5. Analytical expressions for the semi-metallic state versus

compi--ation of the Auger signal inten- the surface composition.
sities relative to one from a bulk sample This evaluation is exact if
and coming from the bulk and from the the evaporation of the oxide

and of antimony are bothoxide layer. first order reactions.

Tabl I : Data for vapor pressure calculation
for h4 Q6  for Sb

A
- 10360 12.19 (742-839 K) -10320 10.59 (below 900 K)
- 9625 11.31 (742-914 K) - 6500 6.37
- 3900 5.137 1929-1073 K)

The computation of the Auger signal intensities assumes no modifi-
cation of the shape of the interface during the irradiation, considering
that, due to the evaporation, the surface recedes faster than the oxygen
diffuses towards the bulk. This assumption allows us to use analytical
formulae for the Auger signal intensities computation. We postulated
some types of interfaces (from sharp to exponen~ially decreasing ones,
through all the intermediate cases), assuming a uniform excitation of the
interface by the 2 keV primary electrons, and an exponential decay of the
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electronic signal with depth. Auger excitation cross sections were cho-
sen to fit the Auger signal from a clean surface. The interface para-
meter(s) was (were) determined to fit the Auger spectrum of the native
oxide-covered surface using mean free path data from the literature(Fig.5).

EanaAt

The model fits the observations well. The grey areas in fig 1 and
fig 3 show the extension of all the possible results while continuously
changing the interface shape from sharp to diffuse. The bold lines show
the best fits we obtained. Note that the shape of the fitting curves
depends slightly on the mean free path of the 450 eV electrons. The
theoretical curve fits best the experimental results when the mean free
path of the 450 eV electrons was taken to be equal to 1.2 nm.

1. The evolution of the superficial composition of a sample repeatedly
exposed to 135 mJ/cm2 irradiations (fig 1 A) was best fitted assuming
that, during each exposure, the surface reaches at most 795 K. The
parameters of the intermediate-type-interface were :

c - 0.70 nm and d - 0.47 nm
This result implies that only 35 % of the incident energy is transfered
to the surface. The underestimation of the optical coupling of the
radiation with the surface is due to the constant temporal shape of the
superficial temperature rise assumed.

2. The variation of the superficial composition due to 200 mJ/cm2 expo-
sures (fig 1 B) was fitted assuming a maximum superficial temperature
rise to 900 K. We obtained the best fit with the following parameters for
the intermediate interface :

c - 0.22 nm and d - 1.29 nm
This interface appears to be more diffuse. Since the antimony single
crystal starts melting below this temperature, the strong reflectivity
increase on melting no longer allows us to use the linear relation
between the laser beam ED and the maximum temperature rise.

3. The fitting of the third set of data would fail as soon as the ED
enables surface melting since first the.maximum superficial temperature
rise does not vary linearly versus ED any more, and on the other hand
oxygen diffusion is enhanced in the liquid phase. However our simple
approximation predicts well the starting of the apparent ED threshold for
oxide ablation below the melting temperature.

4. Finally, thermal modeling simulations predict no oxide sublimation
below 700 K. However, partial decomposition and desorption may be expec-
ted on heating antimony oxides in UHV above 600 K [1,7 1 , thus they may be
caused by irradiations with ED between 45 and 65 mJ/cm1 (fig 2). However,
we observed both these phenomena also at lower fluences. On the other
hand, hours of thermal annealing at 530 K into U.H.V. do not remove the
carbon contamination. So we suggest that the oxide modification and the
desorption of organic contaminants can be also stimulated by electronic
excitations of the oxide [8,9].

AMEN= t the results tram the coute einl on

In spite of its simplicity this model allows us to discriminate
between thermal (evaporation process above 130 MJ/cm2 ) and non-thermal
processes (oxide modification and organic contaminants desorption at ED
lower than 45 mJ/cm 2).

1. The predictions of this model would be improved by a more detailed
study of the interface evolution under irradiation.
- As a matter of fact it was necessary to postulate a more diffuse
interface to fit the superficial composition change under harder exposure
to the laser beam.
- At low fluences, evidence for oxide modification were found.

|i
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2. Precise measurements of the reflectivity of the antimony native
oxide versus the temperature or versus the laser beam ED would permit us
to correlate these two scales.

TIAL CONCLUSIONS

Pulsed Laser Annealing (PLA) is a powerful tool for cleaning anti-
mony single crystals. Irradiation parameters have been determined.
Simple thermal modeling shows that the oxide ablation is mainly due to
thermal evaporation. However the removal of carbon contamination and the
oxide modification below 100 mJ/cm2 involve photolytic processes.
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ABSTRACT
This report describes a study of the formation of TiN thin films produced by laser irradiation
of titanium targets immersed in liquid nitrogen. Three fluence thresholds have been deter-
mined, corresponding to: (i) surface melting in gaseous nitrogen (0.7 J/cm) (ii) surface
melting under liquid nitrogen with TiN formation (1.2 J/cm2 ) and (iii) gross melting accom-
panied by the generation of periodic surface structures ( > 2.0 J/cm). Data obtained from
transmission electron microscopy Auger spectroscopy, and US studies show that the
rapid solid-state cooling rates ( 10"eg/sec ) result in a supersaturated, twinned hcp struc-
ture with solute contents up to 40 at% nitrogen.

Theoretical estimates suggest that the majority of the incident excimer laser radiation is
absorbed by the target with subsequent thermal transfer to the liquid producing a high-
pressure shock wave originating at the liquid-solid interface. Pressures up to 4.3 GPa are
predicted with the expanding vapor layer reaching a terminal velocity after 5 s and a total
lifetime of 28 jus. Such a lifetime is considerably longer than the thermal pulse in the
substrate (from a I-dimensional heat flow analysis). The results are discussed with reference
to such estimates . Because the thermal diffusivity Far exceeds that of the solute, the ex-
tent of nitridation is determined predominantly by the first 200 ns of the thermal pulse ex-
perienced by the target.

INTRODUCTION
Reactions occurring at laser-irradiated targets immersed in liquids can differ from those oc-
curring under gaseous conditions. Differences include higher target quench rates following
pulsed laser heating and an increase in the near-surface dopant concentration. Extremely
high pressures can be generated in the liquid (1,2) and in some cases the incident fluence is
sufficient to produce substrate melting. This paper addresses the phenomena that occur
when a pulsed laser irradiates targets immersed in liquid media. The discussion is restricted
to the specific case of titanium metal targets immersed in liquid nitrogen.

EXPERIMENTAL
A KrF excimer laser was used to produce 248 nm wavelength radiation of 22 ns pulse du-
ration in a multimode operation. The maximum pulse energy of 700 mJ passed through a
double aperture system. The apertures were 8 mm in diameter and were used to select a
region of uniform intensity. Such a configuration considerably reduces the available pulse
energy (to n 20 ml) in addition to requiring careful alignment.

A unique feature of the current arrangement is the use of a computer-interfaced
calorimeter in conjunction with a beam-splitter. Such an arrangement allows the complete
irradiation history of any sample to be recorded for later analysis, a feature considered to
be of great importance if the nitriding mechanism is to be modeled accurately. A 5 mW
Uniphase helium-neon laser was used as an aid in optical alignment and to permit successive
target areas to be defined.

Electropolished titanium discs were mounted in an array-type holder before equilibrating
in liquid nitrogen. Focal lengths were adjusted to change the irradiated area between 0.2
mm2 and 3 mm2. The samples were irradiated for up to 500 seconds at repetition rates from
0.2 to 0.8 lIz. A low repetition rate was used to (i) permit calorimetric determination of in-
dividual pulse energies, and (ii) allow any nitrogen vapor bubbles to escape from the liquid
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prior to the arrival of subsequent pulses. Various analytical techniques were used to deter-
mine the extent and nature of the nitrided near-surface region.

RESULTS
For fixed immersion depths of 5 mm, various pulse energies and focal distances were used
in single-pulse experiments to determine the melt threshold. The onset of melting was de-
termined by optical microscopy of the irradiated region: the quality of the prior jet polishing
permits the irradiated region to be distinguished from the as-polished areas. In some lo-
cations grains are only partially melted. An interesting effect observed at the melt threshold
is evidence of selective grain melting within the irradiated zone which has been attributed
previously (3) to the orientation dependence of the thermal properties of titanium.

The value of the melt threshold fluence is relatively independent of the irradiated area
over a large range. The data for 5 nun immersion are compared to zero immersion depth (i.e.
N vapor at I atmos.) in Figure I with thresholds corresponding to 1.2 J/cm' and 0.7 J/cm3
repectively. When the fluence is increased still further, crater formation occurs and another
threshold can be determined for mass transport and the occurrence of periodic surface
structures (PSS). Such structures have been observed by other workers (4,5) and are attri-
buted in this case to longer solidification times at the high fluences coupled with high pres-
sure flow phenomena. Figure I shows the threshold for these instabilities to be around 2
J/cm'.
AES/XPS

Auger electron spectroscopy and x-ray photoelectron spectroscopy were performed in
the irradiated region. Standards of TiN. 45 and TiN, 95 calibrated by Rutherford Backscatter-
ing Spectroscopy were required. The AES and XPS results are summarized in Figure 2. A
ratio technique was required for the AES because the 379 eV nitrogen peak is unresolved
from the major titanium peak at 387 eV. This was done by determining the
ratio of the secondary 418 eV peak to the 387 eV titanium peak and subtracting this con-
tribution from the 379/387 eV combined peak to determine the effective nitrogen yield.
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Oxygen and carbon yields became negligible after sputtering beyond 20 A from the surface
so contaminants were not considered during composition calculations. The standards were
again used in conjunction with an area ratio technique. Significant quantities of nitrogen
were detected within the irradiated zone. It is interesting to note that a bulk tungsten
backing considerably reduces the amount of nitrogen incorporated into the 5000 A thick
sub-surface region of the titanium. This is due to the greatly enhanced cooling rate arising
from the higher thermal conductivity of tungsten.
TEM

Thin foils suitable for transmission electron microscopy (TEM) were prepared by jet-
thinning from the back of the irradiated targets. Non-irradiated samples show featureless
grains with an average grain size of 20 pm. Samples irradiated at 1.4 J/cm2 experienced
significant surface melting making thin foil preparation difficult. Frequently the nitrided
layer was removed and only a highly dislocated material with equilibrium lattice constant
was observed in the a phase. Foils made from targets irradiated at the melt threshold show
structures which are consistent with twins induced by shock-loading, Figure 3.

The phases expected in a nitrided titanium target may be predicted from the phase dia-
gram and since it is likely that the rapid quenching produced non-equilibrium structures, the
observed phases could be hcp a-Ti, bcc fl-Ti, tetragonal Ti2N, or fcc TiN. None of the cubic
or tetragonal structures were found in the selected area diffraction patterns and the spotted
rings could be indexed only as distorted hcp. Although the accuracy of lattice parameter
determination via TEM rarely exceeds 1%, the 2.5% increase above the observed a-phase
values is real and significant. A superposition of predicted diffraction rings and observed
ones gives excellent correlation. The analytical results are summarized in Table I.

Such results are best understood by considering that each technique examines informa-
tion originating from different locations. The XPSjAES data originates in the 10 A near-
surface layer but was able to yield information from greater depths by sputtering. Similarly,
TEM information originates from the top 1000 A as a consequence of the preparation
technique. The TEM results are consistent with the presence of a rapidly-cooled, nitrogen-
rich phase in the 1000 A surface region.
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Figure 2 (a) AES and (b) XPS results from irradiated regions. L'



472

Conditl LOW FLUENCE HIGH FLUENCE

ft 12 Jcm > 153 /Cm'

TECHNIQUE

XPS/AES 20 at% N 49 at% N

X-ray Diffraction a-Ti a-Ti + TiN

T.E.M. Distorted hcp titanium N/A

Fiure 3 TEM micrographs of twins in Table I Analytical results
irradiated region

ANALYSIS
Heat flow analysis-The current conditions involve a short heating cycle (22 ns pulse dura-
tion) and a small beam dimension (around I mm2) so we can assume there exists no energy
loss through reradiation or convection. The differential equation for heat flow in a semi-
infinite target with a boundary at x = 0 for a beam of diameter d propagating in the z
direction is: d a"2  F(t-t') rz2 r 1]

"T-0-. , 4(0t~2 exp _ dr'ri t " "1 "t (4t + d2) 

where a = thermal diffusivity (= K/pC), K = thermal conductivity, C = spe,;ific heat, t
is the pulse duration, and F(t-t') is the beam power at any time during the pulse. The
substrate is also considered to be semi-infinite. The absorption depth corresponds to the
carrier mean free path (electron) which is 100 A compared to the 0.5 mm beam diameter.
The heat loss from edges is therefore negligible and the heat flow is considered to be
I-dimensional. The thermal diffusion distance for the 22 ns pulse duration is only 400 A
which means that the heat during the irradiation cycle must be considered. Using such
considerations yields a generalized expression with dimensionless variables which is inte-
grated numerically for T' over interval t. The curves for titanium assuming a 10 mJ incident
pulse, 50% reflectivity, and a maximum power of I x 107W/cm are plotted in Figure 4. In
reality, the conduction process becomes 3-dimensional after a finite time and the predictions
should only be considered useful for times below 500 ns. Note that the temperature is the
temperature rise and at 800 A depth reaches the melting point (1670 °C) after 30 ns. At
greater depths the lower peak temperatures are attained after greater times. The heating and
cooling rates at this depth are around 1010 deg/s which are typical of such laser processing.
Lifetime of pressure pulse

This may be estimated by considering the time taken for the liquid/vapor interface to
move away from the irradiation zone a distance X equal to the square root of the beam area
A. Beyond this point the 3-dimensional cooling effects cause rapid quenching of the vapor
followed by collapse of the cavity. The mean interface velocity (V) can be averaged over
the total time (t,) for x to reach its final value. The initial interface location is given by the
position of the interface at the end of the pulse. V0 is the velocity of sound in the liquid. The
mass of liquid above the cavity is liven by the product of the liquid density (p,), immersion
depth (h), and irradiated area (A ) so an expression may be found (6) for the value of the
time taken for cavity collapse as a function of the experimental values determined in the
current study:

n gl i4
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=3V~pL E]

By substituting typical experimental values into this equation, one obtains a value for the
pulse duration of approximately .50 ps. Pressures of 4 x 104 atmospheres predicted by other
workers (1,2), in conjunction with the short time of 28 ps represents conditions under which
low-temperature shock loading of titanium produces the extensive twinning of the hcp
structure. The important feature of this result is the fact that the gas bubble lifetime of ap-
proximately 30 As is considerably longer than the temperature pulse predicted above.
Diffusion considerations

Any diffusional analysis of the concentration profile must consider the variation of
temperature (T) with time (t). This would need to be done numerically using the T vs t data
of Figure 4 with a knowledge of the Arrhenius parameters, but there is another problem.
This is the fact that the T vs t thermal cycle is also a function of depth and a simple
4fD.dt method is invalid. Some insight may be obtained, however, by studying the relative
rates of heat and chemical diffusion at, for example, 2000 K, see Table 2. This means that
the relative diffusion distance of the thermal energy far exceeds that of the nitrogen species.
The temperature gradient at the surface will be very small for times below 100 ns which al-
lows a rough estimate of the diffusion distance of N in a-Ti just below the melting point
(1943 K). This predicts a maximum solute penetration depth of only 40 A after 20 ns which
increases to 60 A after 50 ns at the melting point. Thus the amount of nitrogen detected is
too large to be attributed solely to solid state diffusion. One must consider the possibility
or a thin molten layer existing for a time equal to the pulse duration (22 ns), which predicts
a greater nitrogen penetration depth. The nitrogen diffusivity is approximately 3 orders of
magnitude greater in the liquid phase than the solid.
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Extending the heat flow model to temperatures above the melting point and including
the higher diffusivity in the liquid phase predicts surface melting to 800 A with a lifetime of
approximately 76 ns, giving a diffusion distance of only 326 A This result correlates well
with the lower curve of Figure I which has previously been designated as a single pulse with
no melting. The maximum diffusion distance possible in the solid state is only 80 A for the
0 phase (and would be even smaller 1- t0 A for the a phase). This suggests that surface
melting has occurred in this case even though a melt depth of goo A cannot be detected from
microstructural observations.

CONCLUSIONS

I. Three fluence thresholds can be distinguished for the 248 nm pulse irradiation of
titanium. These correspond to:
(i) surface melting in the presence of nitrogen vapor (0.7 i/crn2 ),
(ii) surface melting under liquid nitrogen (1.2 J/cm) , and
(iii) gross melting accompanied by the generation of periodic surface structures
( > 2.0 J/cml)

2. Significant nitrogen incorporation to depths exceeding 100 A requires melting of the
surface layer which is not discernible by optical microscopy.

3. The rapid solid-state cooling rates (;101 deg/s) results in a supersaturated, non-
equilibrium, heavily twinned hcp structure with a nitrogen solute content up to 40 at%.

4. Because the thermal diffusivity far exceeds the solute diffusivity, the extent of nitridation
is determined predominantly by the first 200 ns of the thermal cycle experienced by the
target.

5. The observations of mononitrides made by other workers has been observed here only
after repeated irradiation at high fluence ( > 1.5 J/cm). This is attributed to the greater
melt depth and correspondingly lower cooling rates which permit the formation of
near-equilibrium phases.

6. It remains unclear whether or not surface vaporization is significant at high fluences.
A numerical method which includes the latent heat of fusion and the temperature de-
pendence of the thermal diffusivity and heat capacity will be needed if more accurate
analyses are to be made for diffusion in the molten state.
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PHYSICAL AND CHEMICAL SPUTIERING AT VERY LOW ION ENERGY:
THE IMPORTANCE OF THE SPUTTERING THRESHOLD
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ABSTRACT

A variety of data for physical etching (i.e. sputtering) and for ion-enhanced chemical
etching of Si and SiO 2 is analyzed in the very-low-ion-energy regime. Bombardment by
inert ions alone, by reactive ions, and by inert ions in the presence of reactive neutrals is
considered. In all cases the etch yield follows a square root dependence on the ion energy
all the way down to the threshold energy for etching. At the same time, the threshold
energy has a non-negligible effect on the etch yield even at intermediate ion energies.
The difference between physical and ion-enhanced chemical etch yields can be accounted
for by a reduction in the average surface binding energy of the etch products and a
corresponding reduction in the threshold energy for etching. These results suggest that,
in general, the selectivity for ion-enhanced etch processes relative to physical sputtering
can be increased significantly at low ion energy.

INTRODUCTION

Ion bombardment of a solid is an important part of a number of modern thin film
processes. Sputtering in a discharge or with an ion beam is employed widely for the de-
position of thin films. Ion bombardment is also used to modify the surface properties of a
film. Furthermore, in dry (plasma) etching ion bombardment often plays an essential role
in the removal of material from a film. In many applications, however, and particularly
in plasma etching, ion bombardment may also have a deleterious effect, by introducing
damage into the film. Since damage typically increases with increasing ion energy, it is
desirable to work with the minimum ion energy which achieves the desired result.

In this paper, we examine the behavior of physical and ion-enhanced chemical etch
yields for Si and SiO 2 at very low ion energy. We show that there is a universal dependence
of the etch yield on ion energy all the way down to the threshold energy for etching. It
turns out also that chemical enhancement of etch yields can be related to a reduction of
the average surface binding enery of the etch products and a corresponding reduction
in the threshold energy for etching. Moreover, even at intermediate ion energies the
threshold energy needs to be taken into account for a quantitative description of etch
yields.

THEORY

The generally accepted picture for sputtering (i.e. physical etching) has been given
by Sigmnnd [1]. According to Sigmund's theory the sputtering yield Y, i.e. the number
of targt .oms removed per incoming ion can be expressed as

Y(E) = C,,S.(1E) (1)

In Eq (1) C , and 45 , are constants depending on the target t and the projectile p,
and S,(/Ej is a universal function, the nuclear stopping cross section, of the reduced
energy i =E/FZ,. Furthermore, C is inversely proportibnal to the surface binding
energy U. Sigmund evaluated S,(E/E ) on the basis of the Thomas-Fermi model but
recognized that at very low ion energy, typically E < 1 keV or c < 0.05, the Thomas-Fermi &A
model overestimated S,(E/E,,). Wilson et al. (21 derived a more accurate expression for
S,(E/E,,) by taking into account the screening of the atnm-atom interaction potential.
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Furthermore, the result of Wilson et a]. can be approximated to within 5% by

S.(E/E,,) a E1/2 (2)

for E/E , < 0.02, as noted by Zalm [3]. The same form has been obtained very recently
by Winters and Taglauer [4] using a better atom-atom interaction potential within the
framework of Sigmund's theory.

It was also realized that at very low ion energ, i.e. near the threshold energy for
sputtering Eh, data for Y(E) showed a more rapid decrease than a E1/2 [5-7]. This was
accounted for in an empirical way by setting

Y(E) = CptSn.(E/Epg)f(E, /E) (3)

where f(l) = 0 and f(0) = 1. For the function f(E,A/E) several forms have been proposed
[5-7]. In this paper we will use the function f(E,,/E) suggested by Matsunami et al. [.5]

fM(Eth/E) = I - (Eh/E) 1/ 2  (4)

because it is the simplest and because it provides the best description of the available
data, as will be shown elsewhere [8]. Thus, by combining Eqs. (1) to (4) one can write

Y(E) = A(E 1 / 2 -E,) (5)

where A and E,h are constants depending on the particular projectile-target combination.
This paper will explore the question to what extent Eq. (5) provides a good description
of available data for sputtering yields and chemically enhanced etch yields at very low
ion energy.

FIT OF THEORY TO DATA

In Figs. 1 and 2 we give least-squares fits of Eq. (5) to data of several authors for Si
and Si0 2 [9-12]. The data include sputtering by noble gas ions (Ar+, Ne+), sputtering
by chemically reactive ions (Cl+, F+ , CF+), and ion beam assisted chemical etching
(bombardment of the target by Ar with simultaneous exposure to C12). The fit to the
data is generally very good, showing clearly the E1/2 dependence of Y(E) as well as the
threshold energy E,h (cf. Table 1 below). We also note that a set of data for Ar + on Si
by Harper et al. [10], agreeing closely with the data by Tachi et al. [11], has been left
out of Fig. 1 for the sake of clarity (cf. Table 1 below). Very recent data for Ar+ on Si0 2by Todorov and Fosum [13] agree well with Harper's results [10] but cover too small an
energy range (40-100eV) as to be useful for fitting.

DISCUSSION

For the purpose of discussion we list in Table 1 the values for A and E,' (Eq. (5))
obtained by the least-squares fit to the various sets of data. As an indication of the
quality of the fit, we also give values for the square of the correlation coefficient, r. Let
us point out that the form of f(E1h/E) by Matsunami et al. [5J, Eq. (4), leading to Eq.
(5), in general yields a slightly better fit to the data than the form of f(E,h/E) given
by Yama ura et al [6] (fy(Ei,/E) = [l-(Eg/E)i/2) In addition, Eq. (5) resu in a
much better fit to the data than does the form of fE 1 /E) suggested by Bohdansky [6]
(fa(E,,/E) = [1-(E,,/E)1'] [1-E,h/EJ2). Furthermore, it turns out that a dependence
of Y(E) on E other than as E/ 2 gives an inferior fit to the data. The details of this
comparison will be published elsewhere [8].

As regards the data on Figs. 1 and 2 and the fitting parameters in Table 1, we point
out that there is a slight disagreement between the data of Wehner [9] and Oostra et al.
[121 on the one hand and the data of Tachi et al. [11] and Harper et al. [10 on the other
hand for Ar+ on Si. In particular, the former data imply a somewhat larger value for
E,, than the latter data. The origin of this discrepancy is not clear but may be due to
slightly better background vacuum conditions for the latter sets of data. Also for CF +

on SiO2 , Eth turns out to be about zero, whether one takes all data points for the fit
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Table I: Least-squares-fit parameter values for describing experimental etch yields Y(E)

according to Eq. 5: Y(E) = A (E 1'2 - Eth/
2)

Projec- Reactive Target A Eth r 2  Ref.

tile Gas

Ar +  Si 1.02 64 1.00 9

Ar +  Si 1.18 27 0.98 10

Ar +  Si 1.16 31 0.98 11

CI+  Si 1.64 18 0.95 11

Ar+  Si 0.98 64 0.94 12

Ar +  C12  Si 3.28 16 0.99 12

Ne +  Si 1.13 95 0.99 9

Ne +  Si 1.02 77 0.98 11
F+  Si 1.14 35 0.97 11

Ar+ Si0 2  1.49 52 0.99 10

CF +  
- SiO2  2.53 0 0.92 10

(as in Table 1) or only the three points at lowest ion energy.
Two features of Figs. 1 and 2 are especially noteworthy. First, ion bombardment of

Si either with chemically reactive ions (Cl+, F+) or in the presence of a neutral reactant
(C12 ) leads to a much lower value for the threshold energy E,, than does bombardment
with inert ions alone of comparable mass. Second, the slopes of the straight lines, i.e. the
values of the constant A of Eq. (5), are considerably larger in the reactive cases than in
the case of simple physical sputtering. Moreover, if one compares bombardment of Si by
Ar+ alone with bombardment in the presence of C12 , in which case a substantial amount
of CI should be incorporated into the target surface [14], Et and A-' are changed roughly
by the same factor. Since E1 h a U and A a U- ', where U is the surface binding energy
of removed products [1], the observed changes in E,1 and A can both be rationalized in
terms of the same change in U. It is also well established that under these conditions
a large fraction of the product species is of the type SiC1, [15]. On the other hand,
bombardment with reactive ions (Cl+, F+) should give rise to a much smaller surface
concentration of CI or F, so that to first order only Eth should be affected.

One should keep in mind, though, that a definite relationship between Eth and U
exists only in physical sputtering. There, the threshold condition is determined by the
fact that U represents the minimum energy a surface atom must acquire in order to
be ejected from the target. However, when the products are volatile as in chemical
sputtering, i.e. when the binding energy of products is essentially zero, the threshold
condition should derive from the minimum energy deposited at the target surface which
can initiate the surface reaction forming the volatile products.

For the etching of Si0 2 by CF: in Fig. 2 we note that CF + refers to a beam containing
a mixture of ions. Mass spectrometric analysis of such an ion beam [16,17] indicates that
under the experimental conditions in [10] the "average" beam composition was about
CF+ Although the fit to the data is not quite as good as in all the other cases (cf. Table
1), Fig. 2 does suggest that F,1, is about zero. This is consistent with the picture of the
etch mechanism being direct reactive ion etching [18], i.e. the ions themselves are the
main chemical reactants leading to highly volatile products. In this case Eh for etching
would be given by the minimum energy required for the ions to dissociate upon impact,
which could very well be quite small.

It is clear from this as well as other work [3,4,8,19] that the etch yield Y(E) depends on
the ion energy E as E1/ 2 at low E in all cases, whether they involve physical sputtering or
reactive etching. But our analysis also demonstrates that for a quantitative description of
etch yields it is essential to include the effect of the threshold energy even at ion energies
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of a few hundred eV, i.e. for E way above Ei. In fact, the parameter values for E, in
Table 1 show that e.g. at E = 500 eV the term a E,1 in Eq. (5) contributes as much as
30% to Y(E) for physical sputtering and as much as 20% for reactive etching.

CONCLUSIONS

Our analysis has shown that physical as well as ion-enhanced chemical etch yields
on Si and Si0 2 are described well by an E 1/2 dependence on the ion energy E down to
the threshold energy Eth for etching. Even at ion energies of several hundred eV it is
important to take into account the effect of Eth for a quantitative description of the etch
yield, The value of E.h turns out to be greatly reduced in ion-enhanced chemical etching
as compared to physical sputtering.

Since physical sputtering is often the limiting factor in etching one material selectively
with respect to another, the above results imply that the optimal conditions for selective
etching require an ion energy just below the threshold energy for physical sputtering of
the material which is not supposed to be etched. Unfortunately, threshold energies are
not well-known for many systems of interest in plasma processing. This applies even to
physical sputtering, but in particular to ion-enhanced chemical etching. Furthermore,
the mechanisms giving rise to threshold behavior in cases other than physical sputtering
are not understood. More work addressing these issues is clearly needed and could make
an important contribution to the understanding and further improvement of plasma etch
processes.
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ABSTRACT

Focused ion beam induced deposition of gold microfeaturs is accomplished by 40 keV

Ga + bombardment of a substrate on which dimethyl gold hexafluoro acetylacetonate is continu-

ously adsorbed. Under optimum conditions, deposition rates exceeding 11 A/s have been achieved

as wel as high aspect ratio featurm linewidths of approximately 0.1 ^am, and resistivities of 500-

15010 p-cm The inrstructure, composition, and yield of the deposits have been examined as a

function of various process parameters. Improved film growth and purity are observed in deposits

made with lower organometallic pressures or higher current densities.

INRODUCTION

Ion beam induced deposition uses ion bombardment to induce the growth of a film from a

precursor gas adsorbed on a substrate. Typically, a local high pressure region of the appropriate

gas is created using either a small pressure cell or nozzle. The ion beam then dissociates adsorbed

molecules, the undesired by-products ideally desorb from the surface and the film grows. In con-

trast to processes involving beam aisdtc deposition [1], no film growth occurs in the unborn-

barded region. By using a highly focused beam of ions, this process may be used for deposition

of submicron features. As such, it holds promise as a microelectronics repair or prototyping tool

where it can be combined with the focused beam's ability to mill material with submicron resolu-
tion.

Focused ion beam induced deposition was first demonstrated by Gamo et al. [2] and fol-

lowed earlier work on localized deposition using lasers [3). Highly localized deposition using

electron [4-7], ion [2.8-11], and photon bombardment have now been demonstrated using a large

variety of precusor gases to produce films of W, Ta, Fe, Al, Au, Cr and carbon, to name a few.

The latter two materials have already fond commercial application in the field of photolithographic

mask repair [12-151. Future applications now being explored for focused ion beam induced

deposition include x-ray lithographic mask repair and integrated circuit restructuring [16]. Both of

these would exploit the focused ion beam's potential both to deposit and mill with sub-tenth micro

resolution.

With these applications in mind, we have concentrated our work on the deposition of Au,

since it is both a good x-ray absorber and a good conductor. The experimental results discussed

below concentrate on the parameterizaion of the deposition process, and in particular, the charac-

terization of the deposited films as a function of ion and organometallic molecular flux. These is-

sues a of particular relevance to focused ion beam work, where the balance between these two

fluxes can be quite close. In extending the deposition process from one employing broad ion

beam with currmt densities of a few microamperes per square centimeter to one employing fo-

MeS. 3t Sm. 9W Pfmt. V4. it. -l"I MdAwws A ft A
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cused beam with current densities of amperes per square centimeter, challenging problems arise.

By systematically parameterizing the process, our aim has been to develop a more complete under-

standing of the basic mechanisms involved in ion beam induced deposition.

EXPERMENTAL

Thi film and microfeature deposition

were accomplished using 40 key Ga+ bon-
bardment of SiO2 substrates (100 rm ther- PUMP 50 kV 
mally grown oxide on Si wafers) over which c Ion Column

dimethyl gold hexafluoro acetylacetonate va-
por was introduced (hereafter referred to as

DMG(hfac). Details of the ultra high vacuum PU F
focused ion beam apparatus and the gas de-I 0-Pm
livery system are described elsewhere [17].

Summarizing, referring to figure 1, a gas de- (hf-)

livey tube creates a local pressure ambient of

DMG(hfac) over the substrate and the fo- Gas Feed
cused ion beam (diameter 70 - 100 rim and

current 25- 100 pA) is rapidly scanned in 0.8 M

this area. The pressure of the organometallic 1/" h)

at the surface was measured using a stagna-

tion tube [171 and could be varied from <0.1 L

mTorr to 10 mTor by adjusting the height of

the delivery tube over the surface. The 1. Schematic of the apparatus: Focused
beams from a differentially pumped ion col-

scanned or averaged beam current density umn were incident on targets in the work

(beam current divided by scanned area) could chamber (base pressure 5x10 -8 Torr). Dur-
ing deposition, DMG(hfac) vapor was deliv-be varied from 4 &tA/cm 2 to >1 A/cm 2  ered through a small tube suspended over the

(stationary beam) by adjusting the size of the substrate. This delivery apparatus was
mounted on an XYZ manipulator so that the

scanned ara. In all cases scan speeds in ex- molecular flux cold be controued by varying

cess of 30 cm/s were used to avoid instanta- the height of the tube over the substrate.

neous depletion of the adsorbed gas coverage

[9, 171.

The compositions of deposits were analyzed by Auger electron spectroscopy. Film thick-

nesses were measured either by stylus profilometry or high angle scanning electron microscopy.

Resistivity was measured by depositing a line across a pre-evaporated metal pattern (4 point con-

tact). Film microstructure was evaluated using both high resolution scanning electron microscopy

and transmission electron microscopy. For TEM analysis, deposits were made directly onto

1000 A thick silicon nitride membranes.

l I m m m mmm I
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RESULTS AND DISCUSSION

An example of a I tm high Au deposit is shown in figure 2. This 3.4 x 3.4 pum patch took

15 minutes to write using a 25 pA beam and a DMG(hfac) pressure of 10 reTort, indicating a de-

position yieldt of 5.8 ± 0.6 atoms per incident ion and a deposition rate of 11 A/s. Its thickness

and high aspect ratio suggest the utility of this technique for x-ray mask repair. Auger analysis of

this film indicates a composition of approximately 50% Au, 35% C and 15% Ga, with no F or 0

detectable. Figure 3 shows 2 examples of lines written with submicron widths. They were writ-

ten with 50 pA, 70 tm diameter beams under conditions of various scanned current densities and

hence deposition efficiencies, as will be discussed below. The measured resistivity of lines such

as these, 500 - 1500 fl-cm, is comparable to that of polysilicon, indicating that they would be of

use in many circuit restructuring applications.

(a) (bM

Fig. 3 SEM of deposited lines shown in perspective
(top) and in crs section (botom). Thes ines were
written by repeatedly and continuously scanning a 50
pA ion beam over (a) 25 prn at 300 cmjs for 30 s

Fig. 2 SEM of a 3.4 x 3.4 pm de- (deposition yieldt < 1 atoms/ion) and (b) 90 tim at

posit shown in perspective (top) and 180 cn/s for 2 min. (deposition yieldt -2.5). The
in profile (bottom). This feature was resistivity of lines such as (b) was measured to be
written at a deposition rate of II A/s. 500-1500 fl cm. The larger width of the line in
The height (-1 pm) and high aspect (b) is believed to be due to drift in the ion beam per-
ratio of the edges of this deposit are pendicular to the scan direction. The feature in the
of particular intert for application in foregrond of the cross section in (a) is an artifact of
x-ray ltgphic mask repair. the beam not being blanked at the end of the line.

A critical sensitivity of the deposition efficiency to various process parameters was evident

in these experiments and led to a study of the process as a function of both ion and DMG(hfac)

flux [171. We fond that the deposition efficiency or yield (sAon) increased to a limiting value

both with increasing DMG(hfac) flux and decreasing ion flux [see ref. 17 for details of these mea-

Memento]. This is the expected behavior since under ion bombardment the steady-state coverage ,

I ,
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of the adsorbate will increase with increasing molecular flux and decrease with increasing ion flux

and the data have been fit qualitatively to models of the deposition mechanism which account for

adsorption, beam induced adsorbate dissociation and spueig of the growing film [17]. The lat-

ter phenomenon is of particular importance in this work since 40 keV Ga sputters with high effi-

ciency and, if adsorbate coverage is sufficiently depleted, milling rather than the desired deposition

will result Our measurements in the absence of the organometallic vapor indicate sputtering yields

of 15.7 * 1.3 and 12.6 ±1.3 atoms/ion from evaporated Au and the deposited Au/-4a films, re-

spectively.

mmi=Ym.kAn~ir

1 IYeA/a
2  

. =51 /4r/IS (a) J.14PA/m
2  

) JSiiAI a
2

y=3.9 .3.i9wla 0, Y0.2+2 $tamiontC -2,AA o () .a so =)A/C2 / (c) J.217pA=
2

Fig. 4 SEM of films (> 50 A thick) de-
posited at various scanned current densities. Fig. 5 Plan view TEM of -1000 A thick
All other parameters were kept fixed (a films deposited with different current densi-
DMG(hfac) pressure of 10 mTorr, 100 pA, ties. AD other parameters were kept fixed as
0.1 pm diameter beam, scanned at 35 cm/s, in fig. 4.
and a 0.05 pm spacing between raster lines).
Y is the depoition yieldt.

In varing ion and DMG(hfac) fluxes we observed important changes in de film composi-

tion and microstrucure which can be correlated with the deposition yield itself. Figure 4 shows

SEM's of films deposited with scanned current densities of 14-865 AA/cm 2 . These films were all

deposIed using 100 pA beam currents and 10 reTorr (1018 molecules/cm 2 ) of DMG(hfac) pres-

sune. As can be surmised from these micrographs and the composition data shown in table 1, in-

creased ion flux and the associated decreased deposition yield correlate with lesser carbon content

and increased coarsening of the crystalline islands which compose the film. As shown in figure 5,

TEM analysis of films deposited onto dn membranes under identical conditions confirm that this

cosining is associated with the film microstmcture and not just the surface topography.

Figure 6 shows SEM's of films deposited with DMO(hfac) pressures varying from 0.1 -

10 MTort (1016 - 1018 molecules/cm 2) and a scanned current density of 25.7 pA/cm2 (all other i
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conditions were identical to doe of the films shown in figure 4). In comparing the microstructurt

of these films with the composition data given in table 1, we find that, again, the decreased depo-
sition yield, this time associated with decreased DMG(hfac) flux, correlates with both a lesser car-

bon content and improved film growth. We note, however, that the film deposited with a yieldt of

5.5 asoiMon at a pressure of 0.1 mTfr is significantly purtr than that deposited with a yieldt of

3.9 atomsaon at 10 mTorr, suggesting a more complicated relationship between carbon content and

the various deposition parameters than a simple dependerc on the deposition yield.

P J Y
(mor i/cni (at/onlI. %Au %C SEM

10 14 8±1 34 58 Fig. 4a

10 51 6.7+0 A 38 54 Fig.4b

10 217 3.9±03 52 40 Fig.4c

(a) P=10.0 To,, (b) P 0. 5Ton
Y =80±,5athu/lont Y7.1± .5atom/iomt

10 26. 8.0 ±0.5 38 55 Fig. 6a

1.0 26 7.1±05 53 40 Fig.6bU 0.1 26 5.5±0.5 64 30 Fig. 6c

Table 1 The composition of the deposited
W P" 0.1 ,Torr films at various scanned current densities andY 55 ± .5at m/imt DMG(hfac) pressures. Composition is given

in atomic % of Au and C, the remainder be-
ing Ga from the implanted beam and is based

Fig. 6 SEM of films (> 1000 A thick) de- on results from Auger analysis perforged
posited with various DMG(hfac) pressures. after sputter removal of the first -100 A of
All other parameters were kept fixed (a material (no carbon contamination was ob-
scanned current density of 26 IA/cm2 , 100 served outside of the deposit after.this sputter
pA, 0.1 pm diameter beam, scanned at 125 cleaning). SEM micrographs of the mi-
cm/s, and a 0.05 Ipm spacing between raster crostructure of the corresponding films are
lines). Y is the deposition yieldt. shown in the indicated figures.

These results suggest that at high adsorbate coverage, where deposition is more efficient

and more adsorbate molecules are dissociated per incident ion, the by-products of the dissociation

an less efficiently desorbed from the growing film, leading to a high carbon content in these films.

This carbon then impedes island growth, leading to nucleation of new islands. The resulting dis-

continuous microstructure explains the relatively high resistivites we have measured for deposited

lines.

This interpretation agrees with the results obtained by Ro et al. [18] for 70 keV broad

beam Ar induced Au deposition. These authors examined the microstructure, carbon content and

resistivity of films deposited at constant current density (0.7T./cm2) and DMUhfac) pressure but

at substrate temperatures f5rn 21°C to 160 OC (the thermal decomposition temperature of

ai
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DMG~hfac). They found that at higher temperatures carbon content and resistivity drop dramati-

caily and film microstructure becomes continuous. Ro this, they concluded thet at higher tern-

peratures, where by-produc desorption is aided by the additional thermial energy, the film growth
is not impeded by the presence of excessive carbon and, as a result, film resistivity approaches that

of bulk Au. Furthermore, the microstructure of films deposited at room temperature with Ar'+ and
Gat show simila characteristics. This suggests that the presence of implanted Ga in focused ion

beamo deposited Mmtn does not grossly affect the film growth.

CONCLUSION
We have demonstrated the utility of focused ion beam induced deposition of Au in the fab

rication of submicron Au features. The microstructure, composition, and yield of the deposits

have been examined for various ion current densities and various gas pressures. We suggest that
the resistivity of deposited lines could he reduced below the observed value of 500 - 1500 piD-cm

by modest subm- ate heating, as roported for broad beam induced deposition [18].
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ABSTRACT

The etch rate of GaAs and AlGaAs during CCI2 F2:02 reactive ion etching was measured over the
temperature range 50-400"C. For GaAs, the etch rate increases super-linearly from -400A min- to
-3000A-min-' over this temperature range for a 0.56 W-cm-', 4 mTorr discharge with a 19:1
CCI2 F2.O2 mixture. The surface morphology of GaAs undergoes a smooth-to-rough transition near
150'C, and the residual damage in the near-surface region appears to decrease with increasing etch
temperature. The I-V characteristics of Schottky diodes fabricated on the etched surfaces show ideality
factors of 1.001 for 150'C RIE, although these worsen because of thermal degradation of higher etching
temperatures. From AES and XPS data the etched GaAs shows little contamination after etching. In
contrast, little temperature dependence of the etch rate of AIGaAs is observed using CC12F2.0 2,
although once again there is surface degradation for etching temperatures above 150"C.

INTRODUCTION

The plasma etching of GaAs, AIGaAs and other III-V compound semiconductors is once again
becoming of critical importance, due largely to the need to achieve high resolution, anisotropic etching in
device applications. There are a variety of requirements such as fast etch rate, high selectivity for
example, GaAs over AIGaAs, or conversely equi-rate etching for these materials which are desirable in
various fabrication schemes [14). There has been a considerable effort to determine the optimum etch
gas chemistries and etching conditions needed for these often diammetrically opposed requirements. In
the case of GaAs and AIGaAs the most common constituent of most of the gas chemistries is chlorine.
This is attractive because gallium chlorides are volatile at relatively low temperatures, as opposed to the
stable gallium fluorides (5,61. Because of this, the use of CCIUF2-based etching is commonly used to
give high selectivities for GaAs over AIGaAs, as high as 600:1 under optimum conditions. It appears
that the formation of stable AIF species is the etch-stop mechanism when etching through GaAs to an
underlying AIGaAs layer.

To date, surprisingly little work has been directed toward measuring the temperature dependence of
the etch rates of GaAs and AIGaAs in CCI2 F2 mixtures, and more studies are needed on the chemical
nature of the etched surfaces. In most commercial plasma etching systems, there is some rise in
temperature of the sample in the first few minutes of the etch unless precautions to ensure good thermal
contact to the cathode are taken 171. In this paper we report the temperature dependence of etch rate of
GaAs and AIGsAs during CCI2F2:02 reactive ion etching (RIE) over the temperature range 50-400C.
In addition, we have looked at the residual disorder in the GaAs using transmission electron microscopy
(TEM) and studied the etched surface chemistry by X-ray Photoelectron Spectroscopy (XPS) and
Auger Electron Spectroscopy (AES). The current voltage characteristics of simple Schottky diodes were
used to measure the electrical quality of the etched material.

EXPERIMENTAL

The GaAs samples used consisted of bulk, LEC-grown substrates oriented in the 100) direction.
The wafers were undoped with resistivities of 4-6x 107 flem. The AIGaAs layers for etching were
grown by Metal Organic Chemical Vapor Deposition (MOCVD) on semi-insulating GaAs substrates.
The Al fraction was varied from 0.15 to I (AlAs), as measured by photoluminescence at 4K. A thin
(200A) GaAs cap was deposited on top of the I jam thick AIGaAs layers to prevent oxidation of the
layers. This was etched off in 15-20 sec during the RIE treatment.

ff. fts. S. nym. Proe. Vol. I21. ltess, mewo Rmach slWlWy
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The samples were patterned for etching using a lithographically defined AZI350J photoresist mask,
consisting of a variety of lines ad spaces of different sie (1-100 m). For elevated temperature
etching a SiN, mask in the same pattern was used. After RIB, the masks were stripped off in buffered
HF solution, and the etch depth measured with a Dektak Stylus profilometer. The isotropy of the etch
was determined from SEM examination of the etched patterns. The surface chemistry of the etched
surfaces was obtained from Auger Electron Spectroscopy (AES) and X-ray Photoeectron Spectroscopy
(XPS). The presence of sub-surface disorder was determined from ion channelling and cross-sectional
Transmission Electron Microscopy (TEM). In some experiments we included n-type GaAs
(n - 1017 Cm- 1) wafers with alloyed AiGeNi rear contacts, and n-type AIGaAs layers grown on a*
GaAs substrates, also with alloyed rear ohmic contacts, during the RIE treatments. After RI. arrays
of TiPtAu Schottky contacts were evaporated onto the etched surface. These samples were used for
measurement of the Schottky barrier heights and ideality factors from current-voltage characteristics.
Etching was carriedoutin a conventional asymmetric electrode RIE system (MRC Model 51) using a
CCI2F2:02 Mixture. The samples were fixed to the cathode using a heat-sinking grease, and each RIE
treatment was for 4 min.

RESULTS AND DISCUSSION

(&)GaAs
The average etch rate of GaAs as a function of sample temperature, at a CC12 F2 :02 pressure of

4 mtorr, flow rate of 20 scm, plasma power density of 0.56 W.cM - 2, and a gas composition of 19
CCIzF 2:02, is shown in Figure 1. The increase in etch rate is super-linear over the temperature range
measured. The morphology of the etched surface changes dramatically with the temperature of the
sample during the RIE treatment. For etching temperature up to -100"C, the GaAs surface remains
smooth, with morphological roughness <30A. Around 150"C the sample becomes rather rough, with
surface roughness on the eder of 200-400A. Beyond -180'C the surface undergoes a rough to smooth
transition, and at 250"C the morphology is comparable to room temperature etching. Beyond -275"C
the etched surface becomes progressively rougher, until at 400"C there are morphological features up to
0.4 #m deep visible in both TEM and SEM micrographs. Figure 2 shows SEM pictures of the surfaces
of unpatterned GaAs samples after RIE at 50, 150, 250 and 400'C respectively.

3000 1

- GaAs
2500 CCI-zF2 :02 19:1 sCCm

4 mtorr
0.56 W- cm 2

4i500 F

1
W 1000 0

I I I a I I

50 450 150 200 250 300 350 400
TEMPERATURE (OC)

Figure 1. Average etch rate of GaAs in a 0.56 w.cm-2 , 4 mTorrdbsharge using a 19:1 CCi2 F2.2
mixture. The gas flow rate was 20 sccm, the self-bias on the cathode was -38OV, and the etching time
was 4 min at each temperature.
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Figure 2. SEM micrographs of GaAs surfaces after etching in a 0.56 W'cm -2
, 4 mTorr, 19:1 CC12 F2.O2

discharge, for 4 mins at 50'C (top left), 150"C (top right), 250"C (bottom left) and 400"C (bottom
right).

Arrhenius plots of the average etch rates of GaAs under our conditions, as a function of inverse
temperature are shown in Figure 3. At elevated temperatures the data can be fitted by an activation
energy of 0.11 eV, but the slope of the graph changes around 160"C, and to guide the eye we show a
line through the lower temperature data with a slope of 0.17 eV. We take this change in slope to
indicate there are at least two mechanisma involved in the etching of GaAs by CCI 2F2"02 over the
temperature range 50-400C. Since the microscopic etch mechanisms are not clear in semiconductors,
we can only speculate on the reasons for the change in the slope, but Auger data shows that the As-to-
Ga ratio in the near-surface region after RIE increases for increasing temperatures, indicating that the
rate of removal of Ga chlorides becomes relatively faster than the rate of removal of As chlorides.
Accounting for the surface-roughening described above, there were no significant differences in the
amount of oxide or carbon remaining on the etched surfaces. In all cases, F and C1 were restricted to
the immediate surface.
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Figure 3. Arrenis plot of average etch rate of GaAs under the conditions described in the caption of Al
Figure 1, as a function of inverse temperature during the RIE.

iis

We note also at this point that there was no dependence of GaAs etch rate at 4 mTorr presure on
, plasma Power density for elevated temperature (100-300'C) etching. This is in direct contrast to the
?" result at 450*C, wheoe there was almost a linear dependence of etch rate on the power density in the

CCi2F2:OA discharge. This indicates that at this pressure the etch rate is "o desorption limited above

I0"C, so that increasing the ion energy bombarding the GaAs surface does Mo lead to an increase in
the rate at which material is removed. For etching at 200"C. we did however, see a transition to

V.
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smoother surface morphologies upon increasing the discharge power density from 0.4 W-cm- 2 to
1.3 W'cm - . At this temperature we also observed much more outward sloping of the sidewalls of
etched features as the pressure was increased from 4-40 mTorr. At a given temperature, the etch rate
tended to go through a maximum near 20 mtorr, and then decrease with increasing pressure.Thisis
probably the result of insufficient sweeping away of the etch products at higher pressures. We would
then expect an increase in etch rate if the power density were increased.

Figure 4 shows the Schottky barrier heights and ideality factors obtained from I-V characteristics in
etched GaAs samples. The ideality factor goes through a minimum for 150"C etching - note that even
for etching at 50"C the diode ideality factor is larger than on an unetched control sample. The
Schottky barrier height shows a weak increase for etching temperatures up to -250"C, and has a
dramatic increase after 400"C etching. This is probably the result of the formation of a disordered
near-surface 'dead' region. We have seen similarly large barrier heights on GaAs samples that have
been implanted with very high doses (-10 6 cmr- ) of either As or Ga ions at low energy (20 keV).
This is somewhat akin to the use of thin p layers on n-type material in order to make electron
conduction more difficult from semiconductor to metal. For etching at 50"C we saw a slight increase in
ideality factor and a decrease in Schottky barrier height with increasing plasma power density. This is
consistent with the introduction of generation-recombination centers into the near-surface region. With
cros-sectional TEM no sub-surface dislocation loops associated with the etching process were observed
for power densities below 0.6 W-cm - 2, which implies that the changes in electrical properties of the
GaAs are related to point defects inaccessible to TEM. At power densities above - I W-cm -2 we did
observe the introduction of. large densities (-10' cm-2) of small loops.

1.16 0.92
TIPtAu

1.14 n-Go As0(1OImrX) / 0.90
CCF:O (19:4) /-*t.20.50 w-cm 5  / 0.88.
4 mtorr / I-

-0.06

-_ 1.00 -. 84M0
1.0 0.76

U I
.1 .0 6  /n~ -4 o 0.69

4.00 760.6
50 150 2 SO 300 35 46"56

ETCHING TEMPERATURE IC)

Figutre 4. Schttky barrier heights and ideality factors from TiPtAu Schottky diodes on n-type GaAsetched in a 19:1 CCI2F2:0 2, 0.56 W-cm - discharge, as a function of the temperature of the sample

during the RIE treatment.

(b) ,,SAs
The behviour of AIGaAs during RIE with CCI2F2 was quite different to GaAs. Figure 5 shows the

average etch rate of AIGaAs with varying Al compositions, as a function of temperature. There is
basically no variation of etch rate with temperature for any composition. This kind of behaviour has
been observed previously by Contolini 171 for a number of III-V materials.

We observed progressively poorer surface morphologies for increasing temperatures and for higher Al
compositions for fixed etching conditions. This is somewhat unexpected because one would have thought
that the removal of the relatively involatile AIF species would have been easier at elevated temperatures.
The AES data showed the formation of an aluminum oxide film after etching, with lower Al content
samples have a thicker film. Figure 6 shows AES depth profiles of As, Ga. Al, 0, C, F and Cl in
Al.nGa%.7 2Az samples after etching at 125 or 350'C. There is a more pronounced oxide in the sample
etched at the higher temperature. This oxide film was approximately a factor of three thinner in
AI&IGeae"As layers etched under the same conditions. There was very little F or Cl remaining in the
AIGAs surfaces after RIE.

• I
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Figure 5. Average etch rate of AIGaAs in a 0.85 W-cm-2 . 4 nforr discharge using a 19:1 CCl2F2 02
mixture. The gas flow rate was 20 sccm. The self-bias on the cathode was -480V, and the etching
time was 4 min at each temperature.
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Figure&6 AES depth profiles in A102Ga0,2As samples etched in a 0.85 W-cm-1, 4 nlorr, 19-1
CIF.2 dischar, with the sample held at'125*C or 350*C. The control sample had a capping

layer of 200A of GaAs. This is usual in the growth of GaAs, in order to preY'' (-'dation of the
AI~aAs.

In general, for Al~sAs we saw decreasing etch rates for increasing Al contents, with the etch rate
actually falling with time, presumably due to the formation of an increasing density of involatile AlP,
species and alunminunm oxide. This is consistent with the super-linear increase in etch rate with
increasing plasma power density. There was also at dramatic decrease in etch rate with increasing gas

pressure, indicating less efficient removal of etch products.
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SUMMARY AND DISCUSSION

For Fren 12 :oxygen RIE of GaAs, we observe a strong dependence of etch rate on sample
temperature during the plasma exposure. The surface morphology of the etched GaAs goes through a
smooth-rough-smooth-rough series of transitions at -150, 1g0 and 275'C respectively. The activation
energy for etching GaAs under our conditions is between 0.11-0.17 eV, and indicates there are at least
two etch mechanisms present. The surfaces after RIE are chemically rather clean, although there is
evidence for the introduction of near-surface disorder by ion bombardment during the etch. This would
be expected from the rather high self-bias (-38OV) on the cathode under our conditions. The
displacement threshold energy in semiconductors is on the order of 15-20 eV, so that in principle an ion
of full energy crossing the plasma sheath at the cathode and striking the GaAs surface could displace
19-25 Ga or As atoms.

The case of Freon 12:02 etching of AIGaAs is quite different to that of GaAs. There is little
temperature dependence of the average etch rate, with rough surface morphologies above I 50C.
Although the use of CCI2F2 is commonly used in conjunction with AIGaAs as an etch stop in GaAs-
AlGaAs beterostructures, it is worth calibrating the removal rates of AIGaAs using this chemistry,
simply because in some situations one wishes to etch GaAs and subsequently to slowly remove some
AlGaAs. For the case where GaAs and AIGaAs need to be etched at similar rates, the use of C12 is a
better choice.
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SURFACE MORPHOLOGICAL CHANGES OF POLYIMIDE WITH
OXYGEN REACTIVE ION BEAM ETCHING (RIBE)

Kyung W. Paik and Arthur L. Ruoff, Department of Materials Science and
Engineering, Cornell University, Bard Hall, Ithaca, NY 14853

ABSTRACT

At the beginning of etching, surface asperities appeared on the top plane
of the polyimide (PI) film. The formation of surface asperities is due to the
ordered phase in PI film. The known dimension of the ordered phase
measured by X-ray diffraction is consistant with the size of surface
asperities, 100 A, observed by TEM. Further ion doses made these asperties
evolve into smooth bumps which then eroded into cones as a result of etch
yield difference as a function of the angle of beam incidence Y(0)/Y(0)
which has a maximum at 0=70. Finally cones led to the development of
grass-like structure on the top plane of the PI film. The formation of plate-
like structure on the cross-sectional plane of PI indicates that the
structural inhomogeniety of the PI film(the ordered and disordered phase)
is the main cause for the surface morphological changes of PI.

INTRODUCTION

Polyimide has been used in advanced electronic packaging technology as
a dielectric material. Among the multi-level electronic packaging
technologies, thin film multilayer(TFML) structures with Cu conductor
and polyimide can provide high density and high speed interconnections in
a multichip package.[1] However, one of the problem of Cu/PI
interconnection is that Cu does not stick to fully cured PI because of its
weak chemical interaction with Pl. [2]

Basically, the adhesion of two materials depends on the chemical
reactivity and the surface morphology at the interface. Because Cu has
little chemical reactivity with PI, one way to improve adhesion of Cu/PI is
the surface modification of the substrate material in order to increase
mechanical interlocking.3] Among several surface modifying techniques,
plasma etching and reactive ion etching(RIE) have been used to modify PI
surface to improve adhesion. However, the mechanism of morphological
changes of PI film under oxygen ions has not been dearly understood.

In this study we investigate the mechanism of morphological changes of
PI film with the oxygen RIBE which has several advantages-- independent
control of beam energy, current density, and angle of ion incidence --
compared with oxygen plasma etching and RIE.
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Two types of PI films, Kapton-H film and a spin-coated PI(DuPont 2540)
film on a silicon wafer, were prepared. The spin-coated PI was dried at 135
oC for 30 minutes, and then cured at 400 OC for 1 hour in an Ar gas
atmosphere. Oxygen reactive ion beam etching(RIBE) was carried out with
various beam energies(500, 1000 eV), ion current densities(from 0.4 to 1.2
mA/cm2 ) and etching times. The chamber base pressure was 2 X 10 -6 Torr
and the operating oxygen base pressure was 2 X 10 -4 Torr. Most of the
etching was performed on the top plane of both films. A cross-sectional
slice(normal to their surfaces) of film was also prepared and etched to find
whether there were any morphological differences between the cross-
sectional and the top plane of the PI film. To prepare the cross-sectional
slice, a half area of the top plane was masked by a glass slide and then
etched by 02 RIBE to create a 10 ;Lm high step on the top surface. The side
of this step(the cross-section) was then subsequently etched by oxygen
beams normal to this cross section. The surface morphology of the cross-
section was observed by SEM.

Other spin-coated PI films were also prepared on a salt(NaC1) crystal.
Dilute polyamic acid solution was used to obtain an adequate film thickness

y controlling spinning speed. The film thickness was approximately 2000
Aplus the depth of etched PI under the given beam conditions. The
anticipated depth of PI film etched away can be easily obtained by the curve
of etch rate vs etching conditions.[4] The thickness of the PI left on a salt
crystal after 02 RIBE can be controlled to be approximately 2000 A which is
the proper thickness for TEM observation. The etched PI on salt crystal
was cut by a razor blade into small square shapes with 2mm length to fit in
a Cu grid for TEM, and then immersed in distilled water to dissolve the salt
crystal substrata. The floating PI film was picked up by the Cu grid, and
dried for TEM observation. The etched side of the PI film always faced
toward the electron beams in the TEM.

The sputter yield of PI as a function of angle of ion beam incidence was
carried out to explain the details of morphological change in PI. Part of PI
sample masked by a glass slide was attached to various tilted specimen
stages and etched to make an etch step. Sputter yield was obtained by
measuring the depth of etch steps with a surface profilometer. As 0, the
angle between ions and plane normal, increases, the ion flux (J) was
multipled by 1/cos0 in order that Jcos6 was kept constant as 0.5 mA/cm2 .

RESL1S

I1 SEM observation

The surface morphology of PI changed substantially with beam energies
and ion doses(beam current density times etching time). Fig. 1 shows the
surface morphological changes of PI with various etching times at a fixed
beam energy of 1000 eV and current density of 1.2 mA/cm2 . Etch pit-like

! ,/
IL
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structure appeared on a smooth PI surface during the initial etching with
less than 5 X 1017 ions(1 minute etching). These etch pits evolved to surface
cracks during further ion etching, grew deeper and propagated, and led to
the development of grass-like structure at the top plane of the PI films as
shown in Fig. 2(a). The grass-like structure became deeper and wider at
larger ion doses and higher beam energies due to surface erosion resulting
from simultaneous chemical reaction and physical bombardment effects of
oxygen ions[5]. When oxygen ions bombard normally on a cross-sectional
plane, a plate-like structure with a different morphology was observed as
shown in Fig. 2(b).

A B C D
Fig. 1 SEM pictures illustrating surface morphological changes by 02

RiBE (A) Unetched (B) 1, (C) 3, (D) 5 ins. (at 1000 eV, 1.0 mA/cm 2)

Fig. 2
Typical grass-like
structure(A) on
top plane and plate-
like structure(B) on
cross-sectional plane
(A)1000 eV / 1.2 nAI

cm 2 / 10 mins.
(B) 1000 eV / 1.2 mA/

cm 2 / 5 rins.
A B

2. TEM observation

Fig. 3 shows the finer details of the morphological changes observed by
TEM as a function of etching time at constant 500 eV and 1.0 mA/cm 2. Fine
surface bumps of approximately 100 A at the tip were observed for up to 1.5minutes(5.6 X 10 17 ions) etching. Etching over 1.5 minutes decreases the
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number of bumps and makes a bump structure erode into a cone structure
as shown in Fig. 3 (e).U..U.-
Fig.3 TEM pictures illustrating the morphological change of PI with

etching times. (Ion beams: Oxygen, 500 eV, and 1.0 mA/cm2 )

(A) Unetched, (B) 0.5, (C) 1.0, (D) 1.5, (E) 2.5 mins.(300 tilted) and
(F) Ar IBE etched, 500 eV, 0.8 mA/cm 2 and 2.5 mins.

3. Yield versus anle observation

Fig. 4 shows the result of etch yield, Y(O) / Y(0), as a function of the
angle between ions and plane normal. The linear rate of surface erosion[61

Hnu(J COeO)Y(8)Nsi
where .
Y(0):the sputtering yield -o

as a function of ion -4

angle of incidence e
0 :the angle between C!

ions and plane LjJ
normal r o

J :uniform ion flux . o

density(ions/cm2 .s) "' 0 30.0 60.0 90.0
N :atomic density of ANGLE OF BEAM INCIDENCE(o)

substrate
Fig. 4. Sputter yield of PI versus the angle e
Beam conditions: 1000 eV, 0.5 mA/cm2,12mins

)
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is determined by the function Y(O) which has a maximum value of 2.3 at
0=70 compared with Y(0) = 1 at 8 = 0, because the ion flux falling upon the

unit area of this plane, JcosO, is kept constant as 0.5 mA/cm 2 at various
angle 0. The side of bumps where the angle between ions and plane

normal is about 70 0 was eroded faster than the top and bottom plane of the
bumps where 0=0 0, resulting in the formation of cones.

4. Reasons for mornholowcal chances

Suggestions have been made about the change in surface morphology
after oxygen ion etching. Rangelow et. al.[7] and Kogoma et. al.[8]
suggested that the appearence of the surface roughness is caused by metal
contaminant due to sputtering of reactor walls during 02 reactive ion
etching(RIE) and by a deposited material(CnHmOx) during 02 plasma
etching, respectively. However, the idea of surface impurities cannot
explain several observed phenomena. First, different surface
morphologies - grass-like and plate-like strucutre -- are found at the top
plane and the cross-sectional plane of the PI film, respectively. If the
surface impurities during the etching were the main cause for
morphological changes, there would be the same grass-like structure at the
cross-sectional plane of PI film too. Second, no measurable surface metal
impurities were found in our surface sensitivity enhanced XPS studies and
X-ray elemental analysis in STEM. Third, as shown in Fig. 3(f) Ar IBE
made no specific surface morphology appear in PI. If the shadowing effect
of surface impurities were the origin of the morphological changes, there
would be the same grass-like structure during Ar IBE. Furthermore,
suppressing the occurrence of the grass-like structure by the addition of
CF 4 to the 02 ion beam[7] also proves that the simple shadowing effect by
surface impurities cannot be the reason for morphological changes in PI
with the oxygen RIBE. Thus, we suggest that structural inhomogenieties
in the PI film, specifically ordered and disordered phases, are the main
reason for the observed morphological changes in Pl.

The microstructure of PMDA-ODA PI film has been investigated by
numerous groups using scattering and diffraction.[9, 10] Long-range
crystalline structure does not exist in the thermally imidized PI film.
However, short range ordered structures described as crystalline were
observed only in highly extended chain segments. The alignment of the
polymeric chain backbone in the plane of the film during the solvent coating
process, especially a molecular orientation of the PI parallel to the surface
of the film has been observed.[jl] The mean dimension of the ordered
regions in PI film in directions normal and parallel to the lamellae are
about 10-25 A and greater than 100-130 A, respectively.[12] In addition, the
lateral alignment of chain segment in the plane of the PI film also may
order along the vertical direction of the PI film.

The etch rate of the ordered phase will be less than that of the disordered
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phase. This is because the ordered phase is denser and more tightly bonded
and therefore less vulnerable to oxygen ions than the disordered phase. As
a result, etch pits develop at the early stage of etching around ordered
phases on the top plane, and then round bump shaped surface asperites
originate from etch pits and evolve into cones during further etching
because of erosion rate difference at various angle 0 as explained in the etch
yield studies. Cones were etched continuously during higher ion doses.
Some small cones disappeared as a result of further etching. Finally, long
and thin grasses were formed on the top plane. Plate-like structure was
also formed along the ordered phase in the cross-sectional plane.

SUMMARY

1. The morphological change of PI with 02 RIBE follows the formation of
etch pits, bumps, cones, grass-like and plate-like strucutre.

2. The formation of surface asperities during etching is due to the
structural inhomogenieties of PI film(ordered and disordered phases).

3. The erosion of bumps into cones during morphological changes in PI
can be explained by the observed fact that the etch yield difference as a
function of angle of beam incidence, Y(8)/Y(0), has maximum at 0=70.
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ABSTRACT

Conversion electron Mdssbauer spectroscopy was used as a means of investigating radi-
ation induced changes at thin film interfaces. 25 A thick layers of 5Fe were evaporated
onto substrates of Si, Si0 2 and A12 0 3 and covered with 150 A 56Fe. Samples were then
subjected to ion irradiation with 20 MeV C

4 to doses ranging from 1012 to 2x10 1 4

ions/cm 2 and subsequently annealed in vacuum at 450 *C. M6ssbauer spectra were
recorded before and after each step. The analysis revealed chemical alterations, induced
by the ion bombardment, indicative of film-substrate bond formation and reconstruction
of residual surface hydrocarbons. The results are interpreted in view of accompanying
enhancements in thin film adhesion.

1 INTRODUCTION

Until recently, studies of interface modifications induced by ion irradiation have focused on the
use of keV ions [1,2], generally referred to as ion beam mixing. In 1982, some of the merits
associated with MeV-ion beam processing of thin film interfaces became evident when Griffith
et al. [3] reported that the electronic interactions, initiated by ions in this energy region, could be
applied as a post-deposition treatment of thin metal films to improve their adhesion to support-
ing substrates. Large ion ranges, negligible sputtering of the metal surface and limited interface
mixing (except for polymers) are benefits, compared to keV ions, from which a growing inter-
est in this field can be derived.

The fact that the region in which the effects are taking place seems to be confined to only a
few monolayers near the interface was illustrated in an RBS study of multilayer Ag-Si struc-
tures [4]. Within the resolution of this technique, no interfacial mixing could be detected, lead-
ing to the conclusion that such a mixing, if it exists, would have to be restricted to a region of
less than -20 A from the interface. This result implies that only a few atoms per unit area are
subjected to changes induced by the penetrating ions. Accordingly, any physical or chemical
approach in the analysis of these effects calls for extraordinary demands with respect to sensi-
tivity as well as depth resolution.

Conversion Electron Mossbauer Spectroscopy (CEMS) is a method which has attracted
attention in thin film and interface analysis. As concerns the effects of particle beam processing,
the interest in CEMS has, so far, mainly been focused on ion beam mixing [5,6]. However,
appreciable progress has also been made in the characterization of MeV-ion effects at metal-
polymer interfaces [7-9]; both of these types of studies are associated with comparatively large
effects and have, consequently, been the subject of extensive investigations.

In the present paper, we report on the use of CEMS to characterize MeV-ion induced alter-
ations at iron thin film interfaces. We will primarily consider systems that belong to the category
in which the modifications induced by the ion beam are restricted to the near-interface region.
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The thermal stability of the different components, formed as a result of the ion iradiation, were
investigated by subsequent heat treatment of the samples. A comparison will be made with pre-
vious studies of the iron-Teflon interface.

2 EXPERIMENTAL

Wafers of sapphire, fused silica and silicon, 50 mm in diameter, were used as substrates for
thin film deposition. Before being loaded into an evaporation chamber, they were cleaned
according to the following procedure: A120 3 and SiO 2 were successively washed in hot diluted
detergent, de-ionized water, boiling HNO 3:H20 (1:1) solution, de-ionized water and finally
methanol. The silicon substrate was dipped in HF:H2 0 (1:50) solution for about half a minute.
Films of 57 Fe, 25 A thick, were thermally evaporated at a base pressure of 2x104 torr. Without
breaking the vacuum, additional 150 A thick 5Fe layers were deposited on top in order to
minimize atmospheric exposure of the 5Fe surface. Specimens serving as adhesion test sam-
ples were prepared in a similar way, however, the wafers were smaller (-I cm2 ) and the iron
used for film deposition consisted of natural Fe. The film thickness was monitored by a quartz
crystal oscillator.

Ion irradiation was performed using the Uppsala EN-tandem Van de Graaff accelerator.
Samples were irradiated with 20 MeV Cl4

, to doses ranging from 1012 to 2x1014 ions/cm 2,
although only the highest dose was considered in the M6ssbauer study. The beam was electro-
statically swept over an area of 50x50 mm2 using a scanning assembly described elsewhere
[101. The large sample area enabled us to collect M6ssbauer data with relatively good statistics
within a few days of measurements. The specimens were subsequently annealed in vacuum at
450 °C for one hour. Scratch tests were used to determine possible adhesion improvement of
the iron films, the preferential removal of the film serving as a qualitative measure.

In the study of thin films or thin embedded layers, the detection of back-scattering conver-
sion electrons is usually advantageous, compared to the transmission mode, for intensity and
signal-to-background reasons. Accordingly, conversion electron M6ssbauer spectroscopy was
employed in the present study. Ambient temperature spectra were recorded for as-deposited,
irradiated and, irradiated and heat treated samples. A computer controlled M6ssbauer spectrom-
eter allowing for simultaneous velocity calibration was employed using iron metal at room tem-
perature as the standard.

3 RESULTS AND DISCUSSION

The Fe-SiO2 and Fe-AI20 3 systems showed a considerable improvement in adhesion for areas
exposed to irradiation at doses above -1013 ions/cm2.The bond strength of iron films to silicon,
however, was relatively high already before the ion bombardment was carried out and, accord-
ingly, no clear enhancement in adhesion could be observed following ion beam exposure. The
difference in behaviour between SiO 2 and A120 3 on the one hand and Si on the other hand could
probably be attributed to the different cleaning procedures, the rinse in methanol leaving behind
a comparatively large amount of residual hydrocarbons at the surface. In order to clarify the
influence of the sample pre-treatments, further studies have to be undertaken.

Not only the existence but also the actual amount of hydrocarbons on the substrate surface
has been found to considerably affect the strength of adhesion. Mendenhall [4] reported the
adhesion for Au and Ag films on Si as being strongly dependent on whether or not the silicon
was rinsed in methanol prior to film evaporation. Similar results were reported by Baglin et al.
[ I I] who exploited different cleaning procedures thereby deliberately creating certain chemical
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A. Fe 3Ai

Fe 3 Si

Fe3C

l { l" -I a-Fe

-10. -5. 0. 5. 10.

Velocity (mm/s)

Figure I. MOssbaucs spectra for some possible iron-compounds

properties at the interface under study. The importance to adhesion of MeV ion induced bond
breaking of hydrocarbons at interfaces has been stressed as this process may give rise to struc-
tures where the film atoms are in immediate contact with the substrate atoms [12-141. Further-
more, the large number of secondary electrons ejected from such contaminants has been pro-
posed to contribute to the adhesion improvement [15].

Radiation induced alterations were also exhibited in the Mdssbauer spectra, the interpretation
of which was based on models of possible compounds which might be formed as a result of the
presence of different atomic species. The signals corresponding to some possible compounds,
to be formed subsequent to ion bombardment, are displayed in Figure 1. In Fe3AI and Fe3Si,
iron is located at two different sites having 4 (A-site) and 8 (B-site) nearest neighbour iron
atoms, respectively, with the relative abundance 2:1. Also in the case of Fe30 4, two different
iron sites have to be considered. As can be seen, it is an unfortunate coincidence that the
Mdssbauer line positions in cementite (Fe3C) overlap with those of the A-site in Fe3Si (or
Fe3AI) whereas the positions of the lines originating from the B-site in Fe3Si (Fe3A1) are rather
close to that of iron metal. Consequently, an unambiguous distinction between Fe3C and Fe3 Si
(Fe3 AI) is difficult and we will in the following denote this component Fe3X.

Typical Mdssbauer spectra corresponding to 25 A Fe films on Si and SiO 2 are shown in
Figures 2 and 3, respectively. At a dose of 2x1014 ions/cm2 , tiny alterations can be observed in
the Mdssbauer spectra (Figures 2b and 3b). This implies that only a limited number of iron
atoms are affected by the irradiation process. One possibility is that only those iron atoms which
are close to the interface suffer an appreciable change in their local surrounding. If this is the
case, one would expect to find components in the spectra characteristic for iron-silicon
compounds as well as for iron-oxygen and iron-carbon species. The carbon can be introduced
both from the vacuum system and from the pre-treatment of the substrate whereas the other
components are constituents of the substrate. However, it is clear that most of the features
found in the investigated samples can be attributed to the proposed compounds used.
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Figure 2. MOssbauer spectra for "Fe f'dms on Si car- Figure 3. MOssber spectra for "TFe ia on SiO
responding to (a) untreated, (b) uradiated to 2x<104  c o to (a) untreated, (b) irradiated to 240
ions/cm 2 

and (c) irradiated and annealed specimen (ns/cnn nd (c) iradiated ad annealed specimen

When estimating the contribution from the different components, one has to make assump-
tions regarding the relative line intensities of each subspectrum. The iron metal spectrum shows
relative line intensities characteristic for an in-plane magnetization and, accordingly, the intensi-
ties quoted below were derived with the same assumption.

The evolution of the M6ssbauer spectra for the different iron-substrate combinations show
similar features in terms of the different components formed during the processing. In the case
of e.g. the silicon substrate, the Mossbauer spectrum after evaporation revealed the normal
metallic iron spectrum. The intensity of the Fe3X species increases upon irradiation to about
5%. After subsequent heat treatment, the amount of Fe3X has increased to -8% and one sees
the formation of Fe30 4 at the 2% level.

When fused silica is used as substate, one observes an additional doublet in the spectra after
irradiation. The hyperfine parameters, isomer shift -1 mm/s and quadrupole splitting -2 mn/s,
are similar to those of silicate minerals. This feature was also seen in studies of ion beam mixed
Fe-SiO2 interfaces reported by Zhang et al. [6] who attributed their observation to Fe2  in octa-
hedral sites in a silicate phase formed during irradiation with 100 keV Ar+ ions. The intensity of
this component is, in the present case, -3% and is unaffected by the heat treatment. The amount
of both F 3O4 and Fe3X is -6% and also these intensities are not influenced by the annealing.
For sapphire, finally, the major effect of irradiation is represented by an increase in the amount
of Fe30 4 in the spectra from -6% to -12% with no subsequent change upon heat treatment.



505

-1. 5.0. 5. 10.

velocity (mails)
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Figure 5. MOssauer spectra recorded fromn 57 Fe films on Teflon PMF (a) before and (b) sfter ion irrsdiation with

16 MeY to. a dose of U1lO" iona/csn
2 (due to [161).

In order to check whether the observed effects are related to interactions between the film and
the underlying substrate, a separate experiment was performed using a sandwich structure con-
sisting of three iron layers; Si/ 500 A mize 25 A -"Fe/ 150 A MFe. The Mossbauer spectrum of
the embedded 57 Fe layer after 20 MeV "CI irradiation to 2x 1014 ions/cm2 and subsequent
annealing at 450 *C is shown in Figure 4. The spectrum shows the typical metallic iron pattern
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and differs considerably from those recorded from the Si, SiO2 and A12 0 3 samples after similar
treatment (cf. Figure 2c). This indicates that the formation of cementite involving carbon from

the vacuum system is not very probable. Hence, in this case, the FC X component could pri- j
marily be attributed to Fe3Si.

As mentioned above, radiation effects at polymer interfaces are comparatively more pro-
nounced. Figure 5 shows CEMS spectra from 25 A "Fe films deposited onto Teflon PTFE
(due to reference 16). Data were recorded before (5a) and after (5b) irradiation with
16 MeV S3  ions to a dose of 5x1013 ions/cm 2, i.e. a considerably lower dose than that pro-

viding the M6ssbauer data in the present study. The two doublets formed upon irradiation were
attributed to the development of Fe-F and Fe-C compounds. It is tempting to correlate these
components to the substantial improvement in adhesion of the Fe film. However, the adhesive
strength, though not the M6ssbauer spectrum, was found to be equally affected when the PTFE
substrates were bombarded prior to film deposition. It was therefore concluded that the Fe-F
and Fe-C bond formation was only indirectly related to the adhesion enhancement, the assess-
ment of which is rather determined by the surface strength of the Teflon.

4 CONCLUSIONS

The present study shows that MeV ion irradiation can be applied to induce chemical bonds
between a deposited iron film and substrates of Si, SiCs and A1203 .The corresponding signals
are relatively weak. Furthermore, some of their peak positions coincide with those correspond-
ing to compounds which are not associated with the presence of the substrate. Consequently,
regarding these systems, special precautions must be undertaken (e.g. using a reference sample
as described above) in order to extract relevant information from a CEMS interface study. Iron-
polymer systems, on the other hand, exhibit pronounced alterations at relatively low doses.
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EPITN= MATIOe4SHIPS IN ZSD PROCESSES ON COXIDE SURFACES
M.R. MCNRN AM DAVID J. SMITH

Department of Physics and Center for Solid State Science
Arizona State University, Teqpe, Z 85287

During intense electron irradiation inside the electron microscope, the
electron-stimulated desorption of oxygen from the surfaces of several maxi-
mally-valent transition-metal oxides (Ti0 2 , V205, NbO and no,) has been
observed (1]. The irradiated surfaces becai covered with a crystalline
layer of the corresponding monoxide phase. These reduced phases, which are
all based on cubic structures and have metallic conductivity, grow with a
well- defined epitaxial relationship with the bulk oxide. oamputer-drawn
models of the crystal structures have been used to study the atomic
arrangements implied by the epitaxial relationship, and certain structural
features were found to be common to the oxides studied.

INTRODUTION

It is well-known that many compound materials suffer the preferential
loss of one of the atomic species present during electron irradiation (2].
As several damage mechanism may be operating simultaneously, the final pro-
duct of the irradiation will depend on the prevailing mechanism given such
variable parameters as damage cross-sections, electron beam current densi-
ties and accelerating voltages, as well as other experimental parameters.
For example, work by Lin and Lichtan [3) showed that when crystals of NO3
were irradiatep by a relatively low-energy, low-density beam of electrons
(3keV, 0.A/ca ) during Auger Electron Spectroscopy (AS), the proportion of
oxygen at the surface was greatly reduced but not completely removed. Berger
et al. [41 found that titanium oxides of several stoichimetries, when
expo t o high-energy, high-current-density electron beam (100keV,
2x10 A/cm ) developed pits covered by thin layers of material whose Ti:0
ratio was very mch less than one.

Our particular interest here is in the reduction of several maximally-
valent transition-metal oxides (TiO , V 0 and Nb, 0 ) which occurs under the
conditions prevailing during high-reiotution eetron microscope (HNN)
observation. We have already shown that the electron-stimulated desorption
(USD) of oxygen under these conditions results in the development of a layer
of the crystalline monoxide phase on the surfaces of the beam-damaged
crystals (1]. All these surface phases have structures which are basically
of the rock-salt type, but with varying amonts of anion and cation vacancy
ordering. The metallic conductivity of these oxides is a crucial attribute A
which effectively stifles the further loss of oxygen through an interatomic
Auger process (5) and thereby prevents the accumulation of a pure metal :phase n the surface. The monoxide phases were found to grow with a strong

tendency for three-disnsional epitaxy with the bulk crystal. In this peper A

we comider these epitaxial relationships, certain features of which were
found to be cmmon to all systems studied. We show that profile imaging,
which gives information on a local scale unavailable with other techniques,
can provide insight on the epitaxial growth of the monoxide phases.

lIRIMIL DW LS AN RESTS

The oxide materials were prepared for electron microscopy by crushing
the respctive powders under ethanol with an agate mortar and pestle, and
allowing a drop of suspension to dry on a holey carbon support film. Unless
otherwise noted, microscope observations were mae with a JW3-4000 ,

-f "L, P
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operated at 400keV. Typical magnifications were 600kX and BOOkX, with cur-
rent densities at the specimen in the range 10-50-a/om for saple irradi-
ation and 3-W/om for recording electron aicrographs. A standard laser

cal b hwas used to provide optical diffraction patterns (WMs) frys
g electron micrographs corresponding to sample areas as mall as 1000k .
By reference to lattice fringes from the bulk oxide, the spacings in the
surface phase could be measured with an accuracy of -2-3%.

High-resolution electron micrographs from the edge of an irradiated
crystal of VO in a [0011 projection, as shown in rig. 1, display the
formation a Irowth of a new phase with finely spaced, orthogonal fringes.
Analysis using 0Os from the electron micrographs reveals that these
2.08+0.051I fringes correspond to the (200) spacings of .O which has a
NCl-structure with disordered vacancies. The moxide 0.a1 e develops
readily on the surface of the bulk crystal despite the presence of a 201
layer of amorphous contamination. It should also be noted that the reduc-
tion proceeds rapidly at an accelerating voltage of lOOkeV, indicating that
the predominant damp mchanism for this material is non-ballistic. The
crossed fringes of V, . have a wll-defined epitaxial relationship with the
V % lattice, with ti' VO (200) planes parallel to the comparably spaced'
'?_, (600) planes and the v0 (020) planes parallel to the V2 0, (020) planes.
, g. 2 shows a scematic madel for the proposed epitaxy wihre the large/
smll spheres represent vanadin/ oxygen atom respectively. The aligrmht of
the lattice planes is such that the a, b and c axes of the two oxides are
parallel.

In order to test whether this apparent three-dimensional relationship
persisted for crystals of V 0 in other orientations, the epitaxy at the
reduced edge region of a cr stal of V 0 tilted to a I Oll]-projection was
also examlned. The fringes in this region were found to have spacings of
2.08+0.051 and 2.39+0.05A with an angular separation of 550. These values
are consistent with-the (200)- and (111)-planes for a crystal of VO in a
10111 projection except for the absence of the (011) planes. Reference to
structural nodels indicates that when the bulk V205 crystal is tilted to
this projection, the unit cell of the epitaxial VO is rotated away from its
[011-projection by about 6' in such a way that the VO (011) planes are not
perpendicular to the beas direction and therefore would not be expected to
be visible in the imge.

Slectron-beea-irradiated crystals of 0 0 similarly developed fringes
on their surfaces which could be identified i~h the reduced mnoxide.

Fig. 1. igh-resolution electron micrograph from crystal of V in 10011
projection showing the development of the metallic lower oxide OW'
following electron irradiation at 400koV.
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rig. 2. Models of (0011 vy0 and [0011 VO confirming the wll-defined
epitaxial relationship between the major lattice planes of the two oxides.

Fig. 3a shows the edge of a crystal of Nb,0 s in a [010-projection at the
start of the period of observation and Fig. 3b shows the saw area after
irradiation for 20 rain. with a current density of l4k/= . The crossed
fringes of the new phase, with spacings of 2.09+0.0d, correspond to the
(200)-spacings of NbO. NbO has a rock-salt structiure with vacancies ordered
in such a way that the Nb sub-lattice is missing an ion from the corner
position and the 0 sub-lattice is missing an ion from a face-centered
position. This ordering of vacancies would destroy the expected symetry
and allow the kinematically forbidden 11001 and (110) spacings to appear. In
our case, the reduced phase did not apparently have this ordering of
vacancies.

The well-defined epitaxial relationship between the bulk and surface
phases for the [0101 projection of b 2 0 is clearly visible in the selected-
area-electron-diffraction (SNV) pattern shown in Fig. 4a. Nbz 0 has a large
unit cell and monoclinic symmtry (a-21.153, b-3.81, c-19.3R5, am0-90,
Y-119.81. The (100) and (010) planes of the MIb phase appear to be oriented
along the (209) and (1003) directions of the bulk crystal, and not along
either of the monoclinic a and c axes of the Nb0. The two system then

4

Fig. 3. Profile images from Mb " crystal in (0101 projection: (a) at onset
of irradiation; (b) foflowinj Frdation for 20 min. at 400kev with elec-
tron current density of -14A/c".
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Fig. 4. Selected-area electron diffraction patterns from crystals of Nb. 0
following electron irradiation at 400keV. (a) 10101; (b) [1001. Extra
spots (arrowed) come from Nb0 surface phase.

have their b axes parallel. Fig. 4b shows the SAD of an electron-beam-
reduced crystal of 2o in the [1001 orientation. Isgs of the damaged
edge of this crystal contained only one-dimensional 2.091 fringes which were
parallel to the b 01 (010) planes. The three-dimnsional epitaxy implied
by Fig. 4a is corraxrated by the lack of development of crossed fringes due
to the reduced phase on bulk crystals tilted to a [1001 orientation: the
(001) planes of the two phases are simultaneously parallel to each other and
perpendicular to the 11001 W .0s direction, but the (001) planes of the NbO
phase are tilted by about 200 away from the direction of the (001) planes of
the Nb20, and are thus not perpendicular to the electron beam.

Eitensive studies of EM of oxygen from TiO2 (rutile) during irradia-
tion in M have been made (6). It has .been oberved that the loss of
oxygen from the rutile lattice results in the formation of TiO on the edge
and surfaces of the Tio, bulk crystals, again with a very strong tendency
toward a three-dimensional epitaxy [7). In certain projections, the col-
lapse of the rutile planes has been found to proceed via the formation of an
intermediate phase which we have identified [61 as TiO 2-II, the highpressure
modification of TiO, (81. These findings are in disagreement with other
workers 19] who have reported the formation of U-Ti 0 in certain projec-
tions. fig. 5 shows the edge region of a crystal of i6, in a [0011 projec-
tion with both the intermediate and final phases present. OD analysis of
the very edge of this micrograph gives spacings which correspond to those of
TiO in a [1131 projection with the (211) planes of TiO aligned with the
(200) planes of the TiO2. Tio also has a defective rock-salt structure with
metal and oxygen vacancies ordered on alternate (110) planes of a pseudo-
cubic lattice, giving it monoclinic symetry. Careful analysis based on
am's and issge simlations of the sonwhat disordered intermediate phase
reveal that this region corresponds to the 10101 projection of TiO, -U with
the (200) planes of TiO12-1 aligned with the rutile (200) planes. TiO -II
has the m-PbO, structure and, once formed, it is thermodynamically stable at
atmospheric pressure 18). Fig. 6 shows a computer-drawn model of the pro-
posed epitazies between the three oxides again with cations/anions as large/
mall spheres respectively (unit cells outlined). When these models are
viewed at a glancing angle from below, along respectively TiO, (200)/1iO,-U
(200)/IiO(211) planes, the met striking feature of the epitazy becoms evi-
dent. During the collapse of planes which results from the loss of oxygen
from the bulk TiP,, the tendency for metal atom planes parallel to the TiO
(200) direction to remain parallel to metal atom planes in the final Tid
phase is mediated through similarly spaced and oriented planes of metal
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Fig. 5. Nigh-resolution electron micrograph from crystal of [001) rutile
following electron irradiation, showing the intermediate TiO2 -11 phase (A)
and the surface TiO (B).

rig. 6. Schimatic model, from left to right, of (0011 TiO TiO-II and TiO,
showing the epitaxial relationship between the three oAdes.

atom in the intermediate phase. The three-dimnsional nature of the epi-
taxy between the original TiO2 and the final TiO product was also confirmed
by observations in other projections where both materials were in low-index
zones, such as [100) rutile 16,71.

DISCUSSION
The electron-stimulated desorption of oxygen from maxisally-valent

transition-metal oxides, which is due to electron irradiation within the
high-resolution electron microscope, results in the formation of an epi-
taxial layer of the corresponding lower (metallic) oxide, with a rock-salt
structure [1). For all the oxide systems studied, it appears that the
Snotek-feibelaan mechanim involving an Auger decay process [5 is the
initiating mechanism for reduction of the surface and near-surface regions,
directing both the epitaxy and the final material formed. The basically
orderly collapse of atomic planes observed for all of the oxides indicatesthat the primary desorption process is neither ballistic nor explosive,
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while the contiued absence of a pure metal layer at the surface, combined
with the metallic conductivity of the various mnoxide phases, suggests that
while other dmage-initiating aechanim my certainly be operating, the
predminant process is not inconsistent with core-hole decay.

The damage rates were found to be different for the various starting
materials, with V s damaging most readily and NbO the least readily. For
TiO iq the (00i projection, an electron-current density threshold of
-14A/cm ma measured 161 for the desorption with no reduction apparently
taking place below this value even when the rutile crystals had received
total electron doses in excess of those received by crystals damaged by a
higher current density beam. This particular result indicates that elec-
tron4e-assisted diffusion of oxygen from the interior of the bulk crystal
st play an important role in the competing processes of desorption and

recrystallization.
The observed three-dimensional epitaxy for all of these oxide systems

appears to originate with the tendency of the fundamental high-symetry
crystallographic planes of the maximally-valent oxide to persist through to
the final mnoxide phase. By juxtaposing' structural models of each parent
oxide and its respective end-product, it was invariably seen that the
developmnt of the lower oxide only involved comparatively minor movements
of the cation sublattice. Moreover, in sam cases, it was even possible to
predict in advance of actual imaging with the microscope what the relative
orientations of the two phases should be.

Finally, it seems worthwhile to reiterate the invaluable role played by
surface profile imaging in these studies. when an HMM is operated under
Itimm imaging conditions, interpretable resolution limits of better than

are nowadays available. Furthermore, details can be obtained about
atmic configurations in the vicinity of any surfaces which are orientated

--hat they are parallel to the electron-beam direction (10). Thus, it
has been straightforward to chart, at the atomic level, the progressive
development of the mnoxide phases and their epitaxial relationship with the
original aximally-valent oxide.
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ABSTRACT

High current density electron beam irradiation with a small probe can lead to the production of
holes in a variety of inorganic materials. We review some of the experimental observations of
the hole formation process and compare these to the predictions of a simple model.

INTRODUCTION

Electron beam irradiation using small probes (-1 am) with high current densities (-107 Am -2)
results in the formation of holes -2 nm in diameter in a variety of materials [1,2,3]. The
materials in which this effect occurs are all highly ionic in their bonding and include NaCl,
A120 3 , MgF2, CaF2, AIF3, TiO2, TiO, MgO and many others. An example of such a hole in

Na-P-A120 3 is shown in Figure 1.
Although the incident beam power is extremely high the formation of holes is not associated

with specimen heating. It can be shown using well established theory that the temperature rise
under the beam is only of the order of a few K. Rather, the hole is formed by some type of
electron beam damage, either ionization or direct momentum transfer (knock-on). Indeed both
types of damage mechanism have been studied extensively in ionic materials. For a good
introductory discussion to the subject see the article by Hobbs [4]. However, many of the
features peculiar to hole drilling are not yet understood. In this article we review some of the
more consistent results of the hole drilling process. Further, we present a simple model of hole
formation and compare the theoretical predictions with the experimental results.

The motivation for this work lies in the potential application of the hole drilling to nanometre
scale electron beam lithography.

EXPERIMENTAL OBSERVATIONS

Clmnt Density Threshold

It is observed that for a given electron probe size the incident beam current can be reduced
until even extended irradiation fails to produce significant mass loss in the material. This implies
that the hole drilling process is current density (1) limited. The current density threshold has
been measured as a function of accelerating voltage and the results for CaF2 and amorphous
A1203 are shown in Figure 2, taken from the work of Salisbury et al [5]. Clearly the two
materials show very different behaviour, the CaF2 having a mu'h stronger variation in threshold
than alumina. However, in both cases the threshold increases with increasing accelerating
voltage. Although not shown in the figure the error associated with the threshold measurement
can be substantial (-50%) since the observed threshold is not a sharp transition.

The current density threshold can also be investigated by determining the minimum time
taken to produce a hole as a function of probe current density. The results of such an experiment
in amorphous AIF3 are shown in Figure 3. The plot shows essentially two regions. At high
values of J the minimum time taken to drill a hole is only slowly varying while at low current

densities the time varies very rapidly. This rapid variation at low values of J explains why the
observed threshold is not a sharp transition.

If the process were truly current density limited, then we would expect a plot of trin vs J to
approach infinite time at some positive value of J. It is difficult to deduce any non-zero value of

No. a" sm. mw PM. V06. In. INS UOodi N ut S"olyh
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1 from the data of figure 3. The implication is that the measured threshold may be only an
apparent threshold.

100 "= CoaF 2

00
C AL2C] 3

CD

\10

Figure 1. An Example of a hole 1 0

drilled in Na-f-Alumina. 0 6'0 0 100

Figure 2. A plot of current density
threshold vs. accelerating voltage.

MEcay Enem Los SeC=KM Studie

The hole formation process has been studied using electron energy loss spectroscopy (EELS)
by a number of workers (6,7,81 and the results show that drilling proceeds by the separation of
the anion and cation species and their subsequent removal away from the irradiated region.

In the majority of cases EELS measurements reveal that as mass loss occurs the remaining
material becomes chemically reduced, i.e. the cation to anion ratio inoreases. At the same time a
distinct signal from the canon in its metallic form can be observed.

In some instances particularly when the starting material is in an amorphous form, a different
sequence is observed. In this case we observe the build up of the anion in the form of gas
bubbles [6]. The formation of a gas phase is accompanied by the rapid removal of the cation
from the irradiated volume.

Further information can be obtained by studying the material after hole formation. Both
ElS and high angle scattering measurements (8] suggest that a large proportion of the cations
removed from the hole concentrate in the volume surrounding the hole rather than being desorbed
into the vacuum.

BL Of MLU.Ma

For a variety of materials we have measured the transmitted beam current as a function of
time during hole drilling. For the thicknesses of material used in our experiments, the
transmitted current is approximately proportional to the mass loss. We tend to see two distinct
types of drilling rate curve and these are illustrated in Figure 4. Figure 4a shows continuous
mass loss up to hole formation and this type of curve is associated with the EELS spectra which
show a grudual chemica reduction.

In Figure 4b we see a small initial mass loss followed by a plateau region and finally an
extremely sharp rise leading to hole formation. This type of curve tends to be associated with
gas bubble formation [6]. We have looked at materials in which we see either or, or both types
of drilling rate, but so far we have been unable to correlate this to any physical property. A
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One common observation during high current density irradiation in these materials is the
formation of metaullized regions. This can occur in a number of circumstances. For example,
when a hole or line is cut in AIF3 the edge of the feature is converted almost entirely to
aluminium metal [9]. In the same material rapid scanning or using a defocused probe results in
metallic colloid formation [7]. In single crystallites of many materials we have observed that
metallic plugs rather than holes are formed. It is also worth noting that broad beam irradiation
such as conventional or high resolution transmission electron microscopy of these materials can
result in a lrge area metal formation [10].
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MODELLING THE HOLE FORMATION PROCESS

It seems clear that the basic damage mechanism operating in this case is some form of
ionization induced damage. The main evidence for this is that holes can be drilled, in all cases,
with incident electron beam energies significantly below the cut-off energy for knock-on damage
to the perfect lattice.

In our model we assume that some initial ionizing interaction leads to the formation of
vacancies and interztitials. Conceptually the interstitial ion may be either a cation or an anion or
both. If the anion is taken to be mobile it is possible to explain the damage behaviour at both
very low and very high current densities. At low current densities the population of mobile
anions is sparse and there is little chance for anion molecule (di-interstitial) formation. Thus the
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anions escape leaving a metal rich region under the beam. At high current densities, the anions
rapidly form molecules, and are trapped as a gas under the beam. It is this trapped gas that can
lead to the formation of a hole. This reaction can also result in the production of interstitial
cations [12]. This latter process is not modelled in the equations. Thus we can see the origin of
a threshold for drilling.

If the cation is taken to be mobile, at very low current densities cations are liberated and
escape, leaving anions which are easily lost as halogen gas. At very high current densities, the
cations form a solid plug of metal under the beam. Thus the assumption of mobile cations seems
to produce hole drilling at low current densities and metallisation at high current densities,
contrary to observation

To simplify the argument we shall only consider the subsequent behavior of one of these
species, the anion say, imagining that the other plays no further part. Thus there will be an
atomic fraction of vacancies, p, and interstitials, n, present in the irradiated volume at some time,
t. We further assume that the interstitials are free to diffuse but the vacancies are not.

It is well known that in certain materials interstitials have an activation energy for motion and
hence a cut-off energy for knock-on damage that is very much lower than that for ions in lattice
sites. Thus both thermal diffusion and ionic displacement due to momentum transfer from the
primary beam may occur. These can be characterized by a hopping frequency v, where v is of
the form

v = vDexp(-FkT) + T(V~c- - V"')V - 1

Thermal Beam assisted hopping
hopping (see Chadderton [ 11])

Here VD may be taken to be the Debye frequency, 4) is a constant, J is the beam current
density, V the beam accelerating voltage, E the activation energy and Vc the cut-off beam
accelerating voltage for displacement. If we take the activation energy is taken to be 0.76eV for
fluorine in AIF3 , we would expect Vc to be -7kV, thus well within the range of our experiment

We now imagine three mechanisms where by the interstitials are removed from the irradiated
volume. First, if they come into contact with a vacancy they recombine. The rate at which
recombination occurs will be proportional to the product pn. Second, if they come into contact
with another interstitial they form a di-interstitial which we take to be a halogen molecule. The
rate of formation of di-interstitials will be proportional to n2 . Finally, if the interstitial hops
outside of the irradiated volume we assume it has escaped. The rate at which this event occurs
will be determined by the product of the number of interstitials and the ratio of surface area to
volume of the irradiated region. Therefore, at some time there will be an atomic fraction of
halogen molecules, c,and an atomic fraction of escaped interstitialse.

Using this model we can delineate a set of rate equations to describe the hole drilling process.
In a simplified form these are

dp = aJ(l-p) - Znpv 2
dt
dn = J(-p) - Znpv - Zn 2v - anv 3

dt r
= zn 2v 

4
dt
de 2a= -nv 5
dt r

Where p, n, c and e are the atomic fractions of vacancies, interstitials, di-interstitials
(molecules) and escaped interstitials respectively, a is the cross-section of the 'primary' event, J

the current density, v the hopping frequency. t the time, r the radius, and a the interionic
distance. Z and Z' are constants, The term (l-p) represents the volume of undamaged material
remaining.

We have solved these equations numerically and investigated the non-steady state behaviour
for different values of the parameters.
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Figure 5 shows a plot of the various atomic fractions as a function of &we for two values of
the excitation rate. Figure 5a is typical of lowi and 'intermediate' excitation rates and shows an
initial rise in the number of vacancies which then slowly decays as they diffuse out of the
irradated volume. There is also some small fraction of d-inm iial formation. We can consider
curve c, i.e. the fraction of di-interstitials, to represent a plot of the mass loss which can be
compared to the experimenta drilling rate cves. At'high' values of excitation rate a different
behaviour starts to occur as illustrated in Figure 5b. Here the initial rate of production of
interstitials is so high that they are unable to escape quickly enough and thus concentrate in the
irradiated volume. This results in an increased ti-interstitial population leading to hole
formation. Compare curve c of Figure. 5b with Figure. 4a.

The model permits us to produce plots of the minimum time for hole formation as a function
of current density, see Figure 6. The curve shows a fairly linear region bounded at low current
densities by an apparent threshold. Figure 6 should be compared with figure 3. The form of the
theoretical curve does not depend upon the detailed values of the parameters, and is clearly in
agreement with experiment. It is probable that the experimental curve relates to the near
threshold part of the theoretical curve, and a study of the drilling behaviour over a wider range of
current densitiy is highly desirable.
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Figure 5. Plots of the various atomic fractions as a function of irradiation time.
Figure 5a (left) is for 'low' values of excitation and figure 5b (right) is for 'high' values.
In both cases the curve a) represents the fraction of vacancies, b) escaped interstitials, c) di-
interstitials and d) interstitials, as discussed in the text.

Figure 7 shows a plot of the predicted current density threshold as a function of accelerating
voltage, assuming a maximum drilling time of 60 seconds. The behaviour is highly non-linear.
At low accelerating voltages, thermal hopping predominates, and linear behaviour is observed,
because the primary cross-section is approximately inversly proportional to V. At a voltage
which permits beam induced hopping, the current density rises rapidly because of the increasing
interstitial mobility. When the voltage is sufficiently high that the beam induced hoping
predominates, another linear region is encountered (at around 60 kV in Figure 7) because the
cross section for interstitial motion is again approximately proportional to V (see equation 1).
Finally at high voltages the cross-section becomes so small that the hole drilling is very slow and
the required current density becomes very large. Figure 7 should be compared with Figure 2.
The main point is that the observed rapid variato of threshold current density with voltage can
be explained over the voltage range from 5 kV to 100 kV at room temperature.

DISCUSSION
t

The reaction rate equations 2,3,4 and 5 presented here are very similar to many earlier
theories of radiation damage, particularly perhaps that of Jain and Lidiard [13] for metal colloid
growth in irradiated ionic crystals. However equation 5 which anises from the finite beam size
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has no countexpart in the earlier theories. It is equation 5 which is essential for hole formation.
The reaction rat equations ae not by themselves sufficient to model the observed non-linear
behaviour of drilling rate with voltage and bea current density. For this, it sems essential to
inndux e a voltage depeadant cross-section such as that of equation 1. where there is an onset of
beam induced defect nmobily ova t accessible rmage of mderating voltage

Of course the proposed theory is uosly simplified, and omits many factors such as surface
desorption and the effect of defect coucenuration gradients in the neighbourhood of the beam
Cleary it is critical to mo the temerature dependence of the bole drilling pncess.
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FORMATION OF A M304 SPINEL PHASE ON THE SURFACE OF NO
DURING ELECTRON IRRADIATION

MARY I. BUCKETT AND L D. MARKS, Department of Materials Science and Engineering.
Northwestern University, Evanston, IL 60208.

ABSTRACT

Structural changes occurring at the surface of NIO during electron irradiation were
examined In-situ with a variable voltage high resolution electron microscope. The Interaction of
the specimen with the electron beam was found to be highly dependent on the state of the surface
prior to Irradiation. It was observed that by varying the sample preparation conditions, the NI on
the surface of NiO could either be oxidized to N04 spinel phase or reduced to Islands of metallic
Ni. The formation of the N1304 spinal phase Is In agreement with previous surface science studies,

where chemical shift information identified the presence of Ni3+ species at the surface. This has
previously been interpreted as the formation of Ni20 3.

NTRODUCTION

It is well known that beam-Induced structural and chemical changes may occur In
materials during observation In the electron microscope [1]. In most cases, attempts are made to
mininize the damaging effect of the electron beam. Under certain circumstances, however.

electron microscopy has proven useful for studying the ionizing radiation damage of materials.
With the development of better instruments and new techniques for Imaging surfaces, high
resolution electron microscopy (HREM) has been shown to be a complimentary technique In the
study of surface radiation damage (2]. We present an example of HREM applied to surface studies
of Irradiation-induced structural and chemical changes in NIO.

The behavior of NIO and oxidized Ni surfaces under electron irradiation has been
investigated by a number of conventional surface science techniques (3-61. Desorption studies of

; I this material have produced conflicting results. The original work by Knotek and Feibelman found
NiO to be stable against 0 desorption [31. They proposed a core excitation mechanism by which
O4 desorption should occur only from maxium valence transition metal (TM) oxides. The K-F

f model has successfully predicted whether O desorption is observed In many of the transition

. metal oxides, the most notable exception being NIO. Conflicting studies have reported on 0
desorption (3,41 and the lack of O+ desorption in this non-maximum valence TM oxide (5,6].
Previous HREM investigations of NIO have contrbuted a number of interesting observations, but

have not shown conclusive structural evidence revealing the nature of the desorption process,
unlike the results obtained for maximum valence oxides such as 1102 [7 and V205 [81.

We have performed a detailed HREM investigation of the In-siu, beam-induced changes
occurring at the surface of NIO under various operating conditions and sample preparations. Our

.- .i .v. l .in .hIm s mg
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results Indicate that clean NO Is stable to ESD of oxygen under Ionizing radiation. Ballistic damage
In the form of mass loss occurs at 300 keV Incident electron energy but not at 100 keV. When
surface defects are Introduced or If the surface Is not free of carbon contamination, two specific
electron-stimulated reactions are observed: the formation of a Ni304 spinel phase and the rapid
decomposition to metallic Ni. These reactions are dependent not only on the beam energy and flux,
but the condition and environment of the sample surface.

EXPERAE=NTAL J

Standard HREM specimens were prepared by grinding (in methanol) single crystal bulk
NiO Into powder form and dispersing onto holey carbon fims supported on Cu grids. Some
specimens were dry ground to produce more highly defective surfaces. Just prior to insertion Into 4
the microscope, the specimens were baked on a 150 W light bulb for 10-15 minutes, achieving a "

maximum temperature of 240±5 *C. All Irradiation experiments were performed In a Hitachi
H9000 operating at 100 kV or 300 kV In a vacuum of <5x10 7 Torr. Electron flux was
qualitatively controlled by varying the filament bias and the condenser aperture setting. Two flux
conditions wig be reported here - low' and 'high'. The 'low flux condition represents operation at
SpA or less filament current with the condenser aperture In. The 'high' flux condition represents

a filament current of 81A with the condenser aperture out.

RESLTS AND DISCUSSION

Earmation of the N6O. Sonel Phase

Clean NIO showed mainly balistic erosion In the form of mass loss during 'high' flux
Irradiation at 300 kV, as shown in Figure 1. Along Isolated areas of the surface, a doubling of the
unit cell was also observed and vedfied by optical diffraction (00), but was not evident In selected
area diffraction (SAD). The second phase was identified as a N1304 spinal structure by electron
diffraction In three different orientations and by extensive Image matching with computer

simulations, as shown In Figures 2 and 3 respectively. At low' flux the surface-Initiated

formation of the second phase predominated (Figure 3).
Reconstruction of the Immediate surface was noted alnost instantaneously, and the Initial

transformation to th spinel phase occurred rapidly. Surface diffusion and rearrangement were
apparent, but neither significant man loss nor volume change were associated with its
appearance. Growth of the spinal phase Into the buk, however, required a threshold flux and
appeared to be diffuslen-contolled. The growth characteristics Inward from the surface fIt a 46-t
type behavior. Further work Is prsenly underway to confirm this result and will be reported

elsewhere[91.
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Fore 1. a) MO (100) afer hr, hW flux at 30kV.

b) NIO(110)aflerl hrgW flux at300 kV.

Figure 2.

NO Diffraction pattems

before (left) and after (right)

Ni 30 4 bmunatlon.

a) IO (001)

b) NIO (011)

c) NIO 1i11)
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The occurrence of this phase depends heavily on the defect nature of the surface. In the presence of
reactive carbonaceous species, the surface of NIO decomposes. Depending on the degree of reaction,
products range fromn spltaxial Islands of metallic Ni to the apparent melting of the crystal.

Figure 4. 'Dirty NIO (110) samples; which, at the onset of Irradiation at 300kV, had
undergone spontaneous reaction to forNi Iislands on all exposed surfaces.
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ELECTRON-BEAM ASSISTED CVD OF SILICON HOMOEPITAXIAL FILMS

J. P. WEST* AND C. B. FLEDDERMANN**
*Department of Electrical Engineering and Computer Engineering, University
of New Mexico, Albuquerque, NM 87131 +
**Sandia National Laboratories, Division 1126, P. 0. Box 5800, Albuquerque,
NM 87185 and the Center for High Technology Materials, University of New
Mexico, Albuquerque, NM 87131

ABSTRACT

The use of a wide-area electron beam to aid the deposition of epitaxial
silicon films has been studied. The electron beam used in this study is
generated using a cold cathode, abnormal-glow discharge which allows a wide
variation of electron energy and beam current. Depositions are performed on
single crystal silicon substrates which are prepared using standard wet
chemical silicon cleaning techniques and an In &J= plasma etch using
nitrogen tr-fluoride diluted in hydrogen. The beam diameter is
approximately 10 cm and can readily be scaled up to accommodate larger
diameters, allowing great potential for large area single wafer deposition.
Using electron beams generated in this system, we have demonstrated enhanced
growth rates and improved crystalline quality for films grown with electron-
beam enhancement.

INTRODUCTION

Electron-beam-assisted chemical vapor deposition (CVD) is one of the
family of low temperature stimulated CVD processes whose potential benefits
are due to reduced processing pressures and temperatures. Like laser-
assisted CVD and plasma enhanced CVD, electron-beam-enhanced deposition can
increase film growth rates and improve crystalline structure by stimulating
surface reactions and increasing the mobilities of adsorbed species. For
example, it has been shown that at temperatures typical for growing
amorphous films (300"C), crystalline films can be deposited with sufficient
discharge or laser power [1]. Electron-beam deposition is unique, however,
in that stimulation is provided predominantly by high speed ballistic
electrons, which can induce chemical reactions, break chemical bonds,
increase reaction rates by ionizing and exciting reaction products, and heat
the substrate. These processes can be done directly by ballistic electrons
emanating from the cathode or indirectly by low-energy secondary electrons
created when ballistic electrons collide with the sample surface, ejecting
an electron in the process. Temperatures for stimulated CVD processes are
typically 200-300"C below those required by thermal CVD for the production
of epitaxial films [2,3]. The lower thermal energy is compensated for by
the energy imparted to the gas and sample surface by electrons.

The purpose of the research described here is to evaluate the impact of
a broad-area electron beam generated in a glow discharge on the deposition
of silicon thin films. The impact of electron bombardment is demonstrated
by comparing silicon films deposited with and without electron beam
enhancement. A comparison is also made between films deposited with the
beam normal to the substrate surface and those deposited with the beam
parallel to the surface, to isolate the effect of the beam on the surface
from its effect on the gas above the surface during deposition. This study
complements previous work on electron-beam stimulated CVD of silicon thin
films [4] which focussed on producing narrow lines using an electron gun
rather than large area films using a broad beam.

+Current address: Motorola, Inc., Austin, TX
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EXPRIEWAL APPMAlTUS

The apparatus used in this research is similar to that used in previous
studies of electron-bes annealing [5,6], growth of amorphous silicon films
[7], and the growth of other materials for microelectronic applications [8]

and is shown in Fig. 1. The system is capable of generating a wide area

electron-beam with energies up to 12 keV and currents up to 60 mA. The
operating pressure ranges from a few tens of mT up to 400 4T. The reaction
chamber is a 4" inner diameter pyrex cross. The cathode is a flat aluminum
plate with an optical viewport that provides a means for optical temperature
measurement using a pyrometer. The cathode surface is roughened by a wet
chemical etch to increase the secondary electron emission rate and is coated
with a silicon film to inhibit sputtering of the aluminum into the growing
film. A stainless steel ring anode is separated from the cathode by a 7"
long pyrex tube, and the chamber is oriented in a horizontal position (the
cathode was level with the substrate) to minimize fallout of particulates to
the substrate surface. The chamber is evacuated by a turbomolecular pump
which is backed by a rotary vane pump, achieving pressures after bakeout in
the mid 10-

7 
Torr range. Gas flow and chamber pressure are maintained using

mass flow controllers and a downstream control valve. Purge and diluent
gases used (He and H2) were research grade, while electronic grade silane
(10 in H2) was used for film growth, and electronic grade NF3 for in situ
pre-ddposition etching. The substrate is held on a heated molybdenum
cylinder approximately 1" in diamter and 1" tall, wrapped with flexible
heating cable composed of a nichrome heating element, a BaO insulator and an
inconel sheath, which is brazed to the molybdenum cylinder. Good thermal
contact between substrate and heater is maintained using indium solder. The
heater is grounded to prevent charge build-up which would reduce the flux of
electrons to the sample.

Substrate Heater

To Vacuum Pumps

Stainless Steel Ring A Pyrex

Aluminum Cathode - Pressure Manometer

Mass FlowCotler

Particle Filters

SiH4 H2 NF3 He

Fig. 1. Ixperimental apparatus for electron-beam assisted silicon CVD.

In
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In this configuration, energy from the electron-beam is deposited in a
very thin layer near the substrate surface, possibly causing a locally
higher temperature at the surface. The pyrometer measures the temperature
integrated over the volume from the surface to a depth of approximately 500
jm, leading to the possibility that the surface is much hotter than
measured, and any beneficial effects of the electron-beam bombardment are
due solely to heating of the substrate surface. Calculations have been
performed taking into account the deposition of energy into the substrate
and the diffusion of heat from the surface into the bulk material. These
estimates show that at the power levels used in this experiment, the
increased temperature at the surface Is negligible.

SAMPLE PREPARATION AND EXPERIMENTAL PROCEDURE

Probably the most critical aspect of growing epitaxial films is the
quality of the silicon surface upon which deposition is initiated: it must
be free of the native oxide and any impurities. The substrates used in this
research were ix2 cm rectangles cut from 2-5 ohm-cm n-type (100) silicon.
Initially, any gross hydrocarbons stemming from packaging materials or
handling are removed using hot solvents: trichloroethylene, followed by
acetone and isopropyl alcohol. The degreasing is followed by a 5 minute
rinse in overflowing deionized water. After degreasing, surface
contaminants are removed by a 10 minute oxidation/etch in hot sulfuric
acid/hydrogen peroxide (5:1) followed by a 10 second HF etch. After a rinse
in DI water, the wafers are dipped in isopropyl alcohol and are blown dry
with filtered UHP nitrogen.

Several measures are taken to inhibit the adsorption of water and oxygen
on the chamber walls during sample installation. The chamber is hot when
opened, which drastically reduces the oxygen and water removal time. In
addition, a positive pressure is maintained with helium during the brief
period when the chamber is open. After sample installation, the chamber is
evacuated to 10-4 Torr, backfilled to 100 Torr with helium, and then
evacuated. This is repeated three times to purge any air that entered the
chamber during sample installation.

Following chamber bakeout, the native oxide and any impurities at the
oxide/bulk interface are removed using a dilute NF3 plasma etch. The
discharge is maintained with hydrogen flowing at 80 sccm mixed with 2 sccm A
of NF3 at a pressure of 80 mT. Discharge power is maintained at
approximately 70 Watts for a 1 minute etch. Under these conditions
approximately 100 A of material is removed, which should leave the surface
free of both the native oxide and any impurities residing on the surface.
After the etch, the heater is slowly ramped to the desired temperature while
200 sccm of hydrogen flows through the chamber. Once the desired
temperature is reached, the hydrogen flow is reduced to 60 sccm, the
electron beam is initiated (for the beam-enhanced studies), and 2.51 silane
in hydrogen at a flow rate of 80 scem is introduced. For thermal CVD
depositions, the procedure is the same except for the initiation of the glow
discharge. After deposition, another purge takes place In hydrogen at 400
sccc to prevent contamination of the surface while the sample is being
cooled.

EXPERIMENTAL RESULTS

Four diagnostic techniques were used to evaluate the films: surface
profiling using a Dektak profilometer to evaluate the film thickness; TEN to
study the interface properties and crystallinity of the materials; laser
Reman spectroscopy, also to determine the crystallinity of deposited films;
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and Auger spectroscopy to identify impurities present in the films. The
film growth rate as a function of temperature and deposition conditions is
shown in Fig. 2. Three different conditions are shown here, growth without
an electron-beau (thermal CVD), growth with the electron-beam normal to the
substrate surface, and growth with the substrate surface parallel to the
electron beam in order to separate the surface effects of the beam from
effects caused by electrons interacting with gas phase species above the
surface. This figure clearly indicates that there is a substantial increase
in growth rate for both electron-beam deposition configurations.

120-

100
E--SEAM

- E-BEAM PARALLEL

80- THERMAL

60-

Q 40

2O

0

0.9 1'0 1.1 1.2

10Oo/'F(1rK)

Fig. 2. Growth rate for thermal and electron-beam assisted films.

The TEM measurements, performed on a few films grown at 800"C, indicate
that the interface between the bulk silicon and the deposited film contains
a thin (approximately 50 A thick) layer of amorphous material, probsbly
SiO2 . The films also exhibited fine scale porosity of approximately 50a
dimension.

The Raman scattering measurements show films ranging from crystalline to
amorphous depending on the deposition conditions. These results are
tabulated in Table I, which shows the growth conditions, the quality of the
deposited film as determined by the broadening of the crystalline peak and
the presence of the broad 480 cm"1 peak corresponding to amorphous silicon,
and the height of the crystalline silicon Raman signal at 519 cm-1 for
normal-incidence electron-beam enhanced films and thermal films. The height
of the 519 cm-I peak is related to the relative amount of crystalline phase
material that is present along with microcrystalline and amorphous material.
The smaller the peak (corrected for shine through from the substrate), the
smaller the amount of crystalline phase material that is present. From the
results shown in Table I, it can be seen that the crystalline quality is
higher for the films grown with electron-beam stimulation.
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TABLE I

Electron-Beam Deposited Films Thermally Deposited Films

Temperature ('C) Structure Relative Height of Structure Relative Height of
519 cm-, 519 cm-, peak

800 crystalline 0.89 crystalline 0.67

750 microcrystalline 0.59 microcrystalline 0.48
and crystalline

700 microcrystalline 0.54 microcrystalline 0.33

650 microcrystalline 0.54

600 amorphous 0.26 amorphous 0.27

550 amorphous 0.20

Auger spectra indicate very little contamination of the films.

Candidate impurities include indium, the materials in the braze used to
attach the heating cable to the heater, aluminum from the cathode, or

molybdenum from the heater. One film did show the presence of a small
amount of chromium (presumably from the braze) but molybdenum, aluminum and

indium were not detectable in the films tested.

DISCUSSION

The beam-enhanced films used in this study were deposited using an
electron energy of 2.7 keV with a substrate current of 6.8 mA. The results

of the TEM studies unfortunately show that the cleaning procedure used was
inadequate to ensure a clean surface for the deposition of a crystalline

film. However, although high quality epitaxial films were not grown, the
Raman results do indicate that the use of the electron-beam did have a
significant effect on the quality of the material that was deposited.
Improvement would also be expected for films deposited on a clean silicon
surface when electron beams are present.

The surface profiling measurements show clearly that the growth rate for
these films is enhanced when an electron beam is present. The reason for
this is two-fold. When the substrate is held parallel to the beam so that
there is no direct impact of the ballistic electrons on the surface, the
growth rate is enhanced compared to thermal deposition probably due to gas
phase reactions initiated by the beam electrons, leading to more easily
decomposed silicon bearing species at the surface. The enhancement is even
higher when the beam impinges directly on the surface, indicating that the
beam electrons, or more likely the secondary electrons emitted from the
substrate, have a role in increasing the decomposition of the silane
molecules or radicals.

The Raman results also show the value of the electron impact on the
substrate surface. At all temperatures, the quality of the material,
indicated by the width of the 519 cm

-I 
signal and by the height of this

signal compared to bulk material, is higher for the electron-beam enhanced
samples compared to the thermally grown material, showing that the electron-
beam is effective in inhibiting the formation of microcrystalline and
amorphous silicon. This probably indicates that the beam is effective in
creating more mobile species on the surface or in imparting some momentum to
them.

I
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CONCLUSION

We have shown that electron-beas bombardment can be a viable tool for
the enhancement of the deposition of semiconductor thin films. In our work,
electron beams have enhanced the growth rate and the quality of films
deposited both through gas phase reactions leading to more easily decomposed
silicon precursors, and also by enhancing reactions at the surface of the
growing film. More work needs to be done to grow high quality silicon
epitaxial films and to determine the ultimate low temperature at which high
quality thin films can be grown with electron-beam enhancement.
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THE INITIAL STAGES OF PLASMA SYNTHESIS OF DIAMOND FILMS*

R. Mellunas, M.S. Wong, K Sheng, T.P. Ong, and R.P.H. Chang
Dept. of Materials Science and Engineering, Northwestern University, Evanston, IL 60208

ABSTRACT

The effects of plasma starting conditions on the initial stages of diamond nucleation and growth in a
microwave plasma have been studied as a function of Important deposition parameters. The influence of
the substrate temperature on the diamond nucleation rate, quality, and final film morphology has been
elucidated through various analytical measurements. The diamond films are characterized with Raman
spectroscopy, X-ray diffraction, and scanning electron microscopy. Finally, methods are described for
reproducibly controlling the grain size and morphology of the diamond films for tribological and
abrasive applications.

Following the discoveries of Deryaguin at al. ill there has been a large interest in recent years in
the science and technology of plasma enhanced chemical vapor deposited diamond films [2,3). Thin
diamond films have potential applications in optica, electronics, and protective coatings. The ability to
control the final diamond film morphology is Important for Its eventual utilization In these various
applications. In an attempt to understand and better control the grain size and morphology of
polycrystalline diamond films, we have studied the question of how Initial synthesis parameters
influence the early stages of nucleation and growth of diamond on various substrates.

EXPEMENTAL.

A microwave plasma system has been constructed for the purpose of studying diamond film growth
kinetics. The microwave (2.4 gigahertz) power from a kilo-watt generator is coupled through a
rectangular wavegulde to a one inch diameter quartz tube which perpendicularly bisects the guide (see
Figure 1). Samples are placed on a graphite substrate holder beneath which a thermocoupie is mounted.
Typical deposition conditions for all sample In this paper are pressure of 40mbar, and gas composition
of 0.5% methane and 0.2% oxygen In hydrogen gas at a total flowrate of 200sccm. Addition of small
amounts of oxygen to the hydrogentmethane plasma increased the diamond deposition rate as has been
previously reported [4] and also contributed to the removal of graphitic and amorphous deposits which
form during the initial stages of nucleation. Small amounts of oxygen and water vapor have been shown
to effectively increase the concentration of atomic hydrogen in hydrogen plasmas [5]. This greater
concentration of atomic hydrogen enhances both the deposition of the diamond phase and the etching
away of the unwanted amorphous and graphltic components codepoelted.

All substrates used are first uniformly polished In an automatic polisher with 1/4 micron diamond
pasb, then cleaned ultrasonically In methanol and DI water until no polishing grits are observed under
SEM. Although a large series of different substrate materials have been studied for diamond nucleation
and growth, only results on silicon (SI) substrates are presented. Results from molybdenum (Mo)
substrates are similar to that of silicon.

RESULTSIN DISCUSSIO

In the following, we shall discuss the effcts due to substrate temperature and the plasma starting
conditions on nucleation and film morphology. Various types of diamond film morphologies have
previously been identified and are found to be strong functions of both hydrocarbon concentration and
deposltion temperature. At low methane concentrations ( < 0.4% ) it has been shown that a (111) habit
predominates In a film grown at 800 C, while at sighly higher percentages ( 3 0.5%) a (100) habit
prevails. At evon greater concentrations ( > 1.4% ) a microcrystalline diamond form is observed (6].The orientation of the diamond grain* Is also a function of deposition temperature with a preferred

(111) orlentation observed at low temperatures (000 C) while a (100) form is exhibited at higher
values (71.
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Figure 1. Schematic illustra on of the microwave plasma enhanced CVD system.

For mechanical and tribological applications of diamond films. it is desirable to control in a
reproducible manner the grain size or texture present in the polycrystalline films while retaining a
distinct morphology. In a polycrystalline film the final grain size is more a function of the initial
nucleation density on the substrate surface than that of crystallite growth rate. The simplest method
for controlling the diamond nucleation density is by polishing the substrate with selective diamond
grits. This method Is not an acceptable solution for practical process applications. Alternatively, we
have studied the control of nucleation through adjustment of the substrate temperature.

Initial studies with the microwave plasma system Indicate that the nucleation stage of diamond
deposition occurs rapidly during the first minutes of plasma deposition. Our studies indicate that the
temperature of the substrate at the point where diamond deposition Is initialed has a crucial effect on
the nucleation density and final film morphology. In our microwave system the substrate Is heated both
inductively via the microwave and from interaction with the hydrogen plasma. It takes two minutes to
reach 900 C linearly from room temperature and about another minute to reach 1000 C. Thus, within
the first few minutes one has a choice of how the gas mixture Is Introduced. We define Ramp 1 as the
case when al gases are Introduced from the very beginning, while for Ramp 2, the methane gas is
introduced only when the substrate has reached the desired temperature for diamond deposition.

The difference in these two start-up conditions Is revealed in the final film morphology. Within one
hour, diamond films grown on silicon substrates under Ramp t conditions will have a continuous film
with crystallite sizes between 0.5 to 2 microns. On the other hand, silicon samples grown under Ramp
2 conditions have a lower Initial nucleation density and hence take longer to form continuous films. The
final film consists of much larger crystallites. The micrographs of resulting surface morphologies from
both Rampa 1 and 2 are shown in Figure 2. Low temperature and high temperature deposition cases are
presented, wherein It can be seen clearly that a distinct crystal habit is maintained. The grain size is
considerbly different from the Ramp I and Ramp 2 cases. Similar results also have been obtained for
Mo substrates.

--
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10 uM.

Figure 2. Final diamond film morphology, (a) Ramp 1, 100OC; (b) Ramp 2. 1000C; (c) Ramp 1, 925C;
(d) Ramp 2,925C.

These initial results indicate that there is an optimal temperature at which maximum nucleation
takes place on the silicon substrate. It might be argued that during a Ramp 2 type deposition one is
merely observing the results of prolonged hydrogen etching of the substrate. Indeed, during the initial
2-3 minutes of Ramp 2, the sample is heated in a hydrogen plasma. This initial etching could modify the
substrate surface in a manner which suppresses diamond nucleation. To ts this hypothesis. a sample
is first heated up under a Ramp 2 condition for 3 minutes. The hydrogen discharge is extinguished and
the sample is allowed to cool in vacuum. Diamond deposition is then initiated on the same sample under
Ramp 1 conditions. In this case a high nucleation density is still obtained indicating the effect is largely
due to favorable conditions present during the initial starting conditions.

To determine the optimal nucleation temperature, a series of diamond film samples have been
prepared as a function of nucleation temperature under Ramp 2 conditions (i.e. after the substrate has
reached a predetermined temperature, methane is introduced into the discharge). The deposition time
is only twenty minutes, so that continuous films are not formed allowing the nucleation density to be
evaluated using SEM. Figure 3 shows the measured nucleation density as a function of substrate
temperature. From this plot we can easily conclude that the maximum nucleation density occurs around
925 C which is about 75 degrees lower than the reported maximum film growth temperature (8,91.

The "quality of the above diamond crystallites samples have also been studied by Raman
spectroscopy (see Figure 4). These Reman spectra are taken with a laser excitation of 5145 A. There
are several Interesting features In these spectra. The sample prpared at 1000 C has the largest
diamond phonon signal at 1332 cm t and a near flat background. We may say that this is the highest
*qually diamond, The sample prepared at 60 C has the smallest diamond phonon signal and a broad
shoulder at 1550 cm "1 attributed to a graphitic phase. The tower temperature spectra also show the
presence of a feature at 1430 cm"1 . Analysis of the samples with 4880A laser excitation does not

!4
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Show the existence of this feature, confirming that it is not a Raman signal The origin of this
fluorescence at 1430 cm*t has not been fully identified so tar. A peak In t regio has aiso been

obevdnRaman analysi of ion bombarded SiC 1101 anid also microcuystallbt diamond (IIi. though
in tOee caseis the feanu" was found to be due to Raoa scatterng The feature at 960 cm 1" in the
spectra is due 10 11 ea ofi rder Ream teing from1 ft Si VASINt (12n
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A comparison of figures 3 and 4 re*l tha thes diamond with the highes nucleation density does
not necesail poSS the best quallty. For same appliations such as trbocal& coatings, thiough, a
iow film purit Is lees a wical concern as that of obtaining a desired film morphology. The main
difeec betee using a diamond filmn as a protective coatin against wear and as that of an abrasis
coating Is One Of film mo(phology and Isixture ItII]. With some linsight Into the Influence of plasm
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starting conditions on the diamnond nucleation rate, various two stage depositions have been attemptedI

on So and LID substrates. Figure 5 shows the results of somne of these tests. Diamond is first deposited

20 um
Figue LTwosto dimmddepsiton;Ram 2 n Sl(a)andMo c) ollwedby ampI o sane i

(b ndko()subsraes Fina Tnfapolg fewo stagedaod deposition.am 2 on Si () and Mo sh oloe y ap1 o ngS
variation in grit size.
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on Si (a) and Mo (b) subetrates under Ramp 2 type conditions for 3 hours to fornm large cryetallltes. .
Next deand Is deposited on the same samples under Ramp I type conditions lMuch smaller crystaliftes
are nucleated hewno the larger diamond crystals (b. d) which over tim coalesce Into & continuous
finm. We envieion auch two asep deposition processes can be used to produce diamnond costed grinding
surfaces for abrasive applications. By varying the growth times during the Ramp 2 deposition either
email (e) or large MI diamond cryslwile can be produced to function as a desired grit size. Then with a
Ramp 1 dspceltlcn stae the rmnaining exposed substrate surface can be coated with a smaller gralnted
diamond film to protect: the surface from mechanical or chemical wear Efforts are underway to study
the wlbological propectles of these various surfaces.

in conclusion, we have studied the WInta stages of diamond nucleation on silicon and molybdenum
substrates. The WniUa plasma starting conditions are shown to have a critical influence on diamond
nucleation and final film morphology, it Is shown that the maximum nucleation density cccurs at 02 C
anid that the highes quality diamond crysalte~s nucleatle at near 1000 C. A previously unreported
fluorescence feature at 1430cm-1 Is found In diamond film deposited below 975 C. Efforts are
underway t* study further the effects of various temperature ramps on ft evolution and control of
diamond morphology.

*This reesarcit Is sponsored by DOE Basic Energy Science Division.
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RF Plasma CVD Using Hollow Cathode Discharge

SHIN ARAKI. HIDEKI KAMAJI, AND KAZUO NORIMOTO
Fujitsu Laboratories Ltd.. 10-1, Morinosato-Wakamiya. Atsugi 243-01. Japan

ABSRACT

We have made a-Si photoreceptors at low pressure to prevent the
formation of SimHn powders and by separating the growing surface from the high
density plasma. A new plasma CVD method using a hollow-cathode discharge.
where the discharge electrode is the cathode, is described. There is a hollow region
in the discharge electrode. Hollow-cathode discharge enables a high density
plasma to form at low pressure. The gas is decomposed in the hollow cathode
preventing plasma damage to the film. This method allows us to achieve a high
deposition rate (10 gm/h) and good quality films for photoreceptors.

INTRODUCIMON

Amorphous silicon photoreceptors last a long time (11. but their
productivity should be increased. The creation of SimHn powders must be prevented
and the film deposition rate must be increased. The a-Si photoreceptors are
fabricated by rf (radio frequency) plasma CVD. The amorphous Si photoconductive
layer is 10 to 30 Itm thick, and must be deposited quickly. To achieve a high
deposition rate, the gas flow rate and gas pressure and the rf power must be
increased. Under these conditions, however, the disilane and its radicals (SiH3.
Si 2 H 5 , etc.) collide with each other more frequently, and form many SimHn
powders. These powders will cause defects on a-Si photoreceptors. and high rf
power causes plasma damage on the photoreceptor.

BACXCROUND

Figure I shows 3
the relationship
between deposition
rate and gas pressure
in conventional rf 2
plasma CVD. This rate
increases with
pressure and then
stabilizes.
Conventionally. 0
photoreceptdrs are , ....

fabricated around 1 .01 0.05 0.1 0.5 .0 5.0
Tort, where the
deposition rate Presgme (Torr)
saturates. Un'der these( high pressures, the Figure I Relationship between deposition rate and
disilane and its gas pressure in conventional ff plasma CVD
radicals often collide,
cluster, and form
SilHn powder. This
powder sticks to the discharge electrode and to the ceiling and bottom of the
chamber and causes defects in the amorphous silicon photoreceptor. The chamber
must be cleaned after each deposition, and cleaning takes longer than deposition.
We have confirmed that SlmHn powder does not form at pressures under 0.3 Tor.

UK fr o ss. mVi O 'iss Ueb M erA e



540

But, in this region, the deposition rate decreases abruptly with pressure.
To prevent these powders from forming, we need to keep the pressure low,

but at low pressures the deposition rate decreases. We increased the deposition rate
by using a dense plasma and limited the dense plasma region to avoid plasma
damage.

Our goal was to fabricate a thick film at a low enough pressure to prevent
powder formation, and yet at a high enough gas decomposition for a high
deposition rate. To solve these problems, we developed a method to produce rf
hollow-cathode discharge plasmasnat low pressures, and to prevent plasma damage.
we isolated the substrate from the dense plasma.

EXPERMENT

Hollow-cathode discharge produces a high density plasma (2-41 and is
suitable for our purposes. Figures 2 and 3 show the equipment. By making the area
of the discharge electrode smaller than that of the ground electrode and by using a
blocking capacitor between the rf power supply and discharge electrode, the
discharge electrode is negatively self-biased and becomes the cathode. The high
density plasma then forms only in the hollow region in the discharge electrode,
even at low pressures. Disilane gas is supplied through holes in the hollow. The
high-density gas passes through the high-density plasma and decomposes in the
hollow, which is far enough from the film that the plasma does not damage it. The
gas is further decomposed by conventional rf glow discharge.

Hollow

Discharge electrode

| S2HG

Blocking capacitor

ub eo RF power supply
holder

Grou,,d electrode

Figure 2 RIP hollow cathode discharge equipment

Figure 4 shows the discharge electrode voltages. The greater part of the rf
waveform is less than zero.

The electrode is 134 mm wide and 464 mm tall. The hollow region in the
cathode discharge is 8 mm wide, 28 mm deep, and 462 mm tall, and is divided by
stainless steel nets 40 mm apart, the same spacing as the holes. The stainless steel
nets allow the plasma to be produced at pressures below 100 mTorr (Table 1). We
observed the radiation of the rf plasma from the window of the chamber and
confirmed the existence of both strong hollow-cathode discharge radiation and
weak rf glow discharge radiation. But the dense plasma in the hollow region did
not extend to the substrate.

..... U
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Ground electrode Discharge electrode

Hihdecomosition
81, H,

Substrate holdr Film Hollow

Figure 3 Crons section of the equipment

20-

E 60

son

Figure 4 Discharge electrode voltages

Table 1 Deposition parameters

RF power 100 W

Pressure 15 to 70 mTorr

Gas 86Hl 160 eem

Substrate 20O
temperature ___ _____
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Figure 5 shows the deposition rates in conventional rf plasma CVD and the
new method. We tried to deposit films at less' than 0.3 Tort. The deposition rate
increases rapidly between 15 and 30 mTorr and saturates at more than 30 mTorr. At
50 mTorr, our deposition rate is 3 times faster than conventional rf plasma CVD of
high pressure. At 15 mTorr, the plasma becomes unstable, and deposition rate
decreases. We achieved a high deposition rate without SimHn powders at more than
30 mTorr.

SO* o RF hollow cathode discharge

* ? / 0 Convenitonal RF glow discharge

3

01 0 1 Q 1.0 6.0
Pressure (Torr

Figure 5 Deposition rate

Figure 6 shows the photoconductivity and dark conductivity and their ratio
as a function of gas pressur for a deposited a-Si sample. The ratio increases with
pressure until 50 mTorr and then saturates. At 50 mTorr, the photoconductivity-to-
dark conductivity ratio is nealdy 104. which is adeqate for a pholoeceplor.

Phooconductivfty d r 0
n5 Wti lghtm m 1 0 ru

.1 0 -, -8 A
Ptiotonduct to 1 0 tT

1 0 dark c onductify ratdo 10* '

3

10

1 02

Dark condclvity o
0 12&~ ~ 01 8

0 2030 4050 6070
Pressure (mTorr)

Figure 6 Photoconductivity and dark conductivity ad their ratio as a

function of gas pressure.



CONCUSION

We have developed a new method for fabricating a-Si photoreceptors using
rf hollow-cathode discharge. This method enables a high deposition rate at low
pressures which inhibit the formation of Sim Hn powders. The deposition rate is
high, about 10 gm/hour, because a dense plasma is used. Plasma damage does not
occur because the dense plasma is isolated from the a-Si film. The
photoconductivity-to-dark conductivity ratio is nearly 104 under a 1 mW/cm 2

white light.
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SELECTIVE-AREA
LASER-ASSISTED PROCESSING

FOR MICROELECTRONIC
MULTI-CHIP INTERCONNECT APPLICATIONS

ROBERT F. MIRACKY
Microelectronics and Computer Technology Corp. (MCC)
12100 Technology Blvd., Austin, TX 78727

Abstract
Laser direct-write processes are attractive complements to traditional methods of fabri-
cating microelectronic circuitry. This paper is a summary of our work in applying such
processes to high-density inter-chip interconnection modules, such as those using copper
conductors on polyimide dielectric layers. We begin by discussing the requirements which
laser processes must satisfy in order to be useful in this application. An analytical model
of laser heating is then described, which aids in understanding the thermal problem of
absorption of visible-wavelength laser light by polyimide. Calculations using this model
are consistent with experimental observations. Finally, we focus on one laser processing
technique: laser chemical vapor deposition. We describe a new process for laser chemical
vapor deposition of tungsten on polyimide, which enables the formation of low resistance
coni .cts (; 0.1 f) between the deposited tungsten films and pre-patterned nickel-coated
copper conductors. Lines approximately 30 pm wide and 3-4 pm thick were deposited at
a scan rate of 93 pm/s. 'rom four-point resistance measurements of different lengths of
deposited films, the tungsten film resistivity is estimated to be two to three times the bulk
value.

Introduction

Laser-assisted chemical processing has matured to a level where its use in engineering or
manufacturing applications can now be contemplated. "Selective-area", or "direct write",
processes, in which the spatial confinement of the etch or deposition reaction is accom-
plished by virtue of the focused nature of the laser beam, have already been employed
in integrated circuit (IC) repair and customization [1,2,3]. Here, conductors on the IC's
are either etched or deposited by laser-assisted chemistry (oftentimes both processes are
performed sequentially in a single process cycle). While these are certainly convincing
demonstrations of the utility of laser methods for maskless patterning of integrated cir-
cuits, there are other areas within microelectronics in which laser processing might also
prove beneficial.

One interesting potential application for laser direct-write is the formation of electrical
connections between individual integrated circuits. But the laser processes must be tai-
lored to the specific interconnect technology, which in turn is dictated by the system-level
packaging strategy. There are basically two approaches: monolithic circuitry, and hybrid

assemblies. "Wafer-scale integration" is an example of the former. However, low yield for
this technology has dampened the prospects for employing monolithic IC's which are larger
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than a centimeter or two on a side. On the other hand, hybrid approaches, in which IC's
are individually bonded to a separate, high-density interconnect module, or "substrate",
are not susceptible to these yield limitations. By achieving near-wafer-scale densities of
circuits, these assemblies are capable of creating high performance computer syserns. An
example of an emerging technology in this latter group is copper conductors on polyimiide
interlayer dielectric [4,5,6].

This paper is a summary of our investigations into applying laser chemical processes to
copper-polyimide technology. By way of introduction, we shall describe the key features of
copper-polyimide, highlighting the materials and process concerns with are important for
laser processing. Then we will present an analytical model of laser heating which describes
how pyrolytic, visible-wavelength laser processes occur with polyimide as the dielectric.
Finally, we devote the bulk of the paper to discussing results of applying laser chemical
vapor deposition of tungsten to copper-polyimide, and how it can be used to form low
resistance conductor links.

Copper-Polyimide Interconnect Technology

Figure 1 is a schematic representation of copper-polyimide (Cu/PI) technology, showing
typical values for the design parameters. The Cu/PI samples used in these investigations
were fabricated by means of pattern electroplating and mechanical polish-planarization
processes 16]. Beginning with a 10-cm oxidized silicon wafer, DuPont 2525 polyimide was
spun on, dried, cured, and polished to a thickness of about 18 pm. A 5-pm thick layer
of copper was formed by electroplating through a patterned layer of photoresist, over
sputtered layers of chromium and copper. (The Cr and Cu layers were used to supply
cathode current during electroplating, and were eventually removed from the field areas.)
A thicker layer of copper was then electroplated through a different photoresist pattern,
to form the interlayer vias, or "pillars". The tops and sides of the copper features were
coated with a thin layer of nickel, to protect the copper during subsequent processing.
Polyimide was applied, cured, and mechanically polished to a final thickness of about
15 pm, exposing the tops of the pillars in the process. The conductor formation and
polyimide deposition/polish processes were then repeated to form the desired number of
interconnect layers (see Figure 2).

As with integrated circuits, direct repair or customization of interconnection module
conductors is most efficiently accomplished using laser techniques. Laser chemical vapor
deposition (LCVD) is an attractive approach, because of its versatility and linewidth reso-
lution. LCVD of copper [7] and nickel [1,8] has been demonstrated, but neither process is
optimal for this application: Copper is susceptible to corrosion during subsequent process-
ing steps, and Ni(CO)4, the most common CVD precursor for nickel, is extremely toxic.
Tungsten, on the other hand, is attractive because of its low resistivity, corrosion resis-
tance, and simple deposition chemistry. While tungsten LCVD has previously been used
with integrated circuits [2,3], it has not been employed with copper-on-polyiide intercon-
nection modules (or "substrates"). This paper reports the first effort to extend tungsten
LCVD to this interconnect technology.

LCVD of tungsten for copper-polyimide substrates presents new challenges compared
to those for aluminun-on-silicon dioxide IC's. Some of the differences between the two

technologies are summarized in Table I. First, the contact metallurgy is entirely different.
Second, polyimide decomposes at a much lower temperature (below about 500 *C) than
silicon dioxide, so the substrate surface cannot be heated to as high a temperature. This j
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Figure 1: Cross-section of multi-layer interconnection module, composed of copper con-
ductors (dark shaded regions) and polyimide interlayer dielectric (white regions). "Ref"
layers are ground plane reference layers, while the "Sig" layers contain patterned signal
wires. The parameter ranges indicated are typical values for this technology.

Figure 2: Scanning electron micrograph of crass-section of multi-layered interconnection
module with copper conductors (light regions) and polyimide interlayer dielectric (dark
regions). The bright film on the top of the uppermost conductors is gold, to provide
a layer for bonding chips to the substrate. The substrate is ceramic. The narrowest
conductor lines (between the bad pad columns) are 5 pAm thick and 10 pm wide. (from
Ref. [6])
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impedes the attainment of high tungsten deposition rates. Recent studies have shown that
bulk CVD of tungsten onto polyimide is just as selective as onto other dielectrics (such
as SiO 2 ), at H2 pressures in the 1-10 Torr range and for temperatures below 216 OC [9].
A major objective of tungsten LCVD as we shall describe it here is to achieve selectivity
loss at high reactant compositions or localized substrate temperatures: We wish to deposit
tungsten directly on polyinide, without requiring nearby tungsten to initiate the process.

Table I: LCVD process constraints for IC and multi-chip substrate applications

SChip Substrate

Metals to Contact AI,SzW Cu,Ni/Cu
Interlayer Dielectric Si0 2  Polyimide
Maximum Dielectric Temperature 1600 *C 500 °C
Conductor Thickness < 1 pm s 5 pm
Conductor Width 1-5 Pm 10-30 pm
Module Size 1 cm 5-10 cm

Analytical Model for Laser Heating

To obtain a quantitative understanding of laser heating of polyimide at visible wavelengths,
we have analyzed a simple model which embodies the key features. The geometry we
considered is illustrated in Figure 3. Here is shown a layer of a dielectric of thickness L
(light, cross-hatched region), which is taken to be polyimide, situated above a good thermal
conductor, such as copper or silicon (dark, hatched region at the bottom). This allows the
boundary conditions to be simplified, by imposing the constraint that T = 0 at the bottom
of the polyimide layer, where T is defined as the temperature elevation above ambient due
to the laser heat input. The polyimide-copper slab is taken to extend indefinitely in the
lateral directions.

The laser is incident normally on the top suface, within the circular shaded region of
radius R. Although the radial distribution of the laser energy is typically Gaussian, we
simplify the problem by assuming a uniform input power density of P/(27rR2 ) for r < R,
and zero for r > R. We have measured the absorption length A at 488 nm of Dupont
2525 polyimide to be about 29 pm, which is comparable to the thickness of the polyimide
layer; hence, it cannot be neglected. This is taken into account by assuming that the
laser heating is volumetrically distributed throughout the thickness of the layer, with an
exponential dependence exp(-z/). The complete form for the volumetric heat generation
p resulting from the laser is then:

P = -EO(R - r) ep(-z/ )e(). (1)

We have solved this problem using the Green's function method 110. The solution at
any point located laterally a distance r from the beam center, at a depth z below the top
surface of the polyimide, at any time t, can be written as:

2TP 0 Jo(#r)Ji(PR)
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Figure 3: Simplified geometry used in analysis of laser heating of polyiznide. See text for
definitions of parameters.

where-
P =incident laser power
kc thermal conductivity of dielectric
a reflectivity of bottom conductor
R = laser beam radius
L =thickness of dielectric
e =emassivity of dielectric

a thermal diffusivity of dielectric
A asorption length of dielectric at laser wavelength
qt (2n + 1)j

f accounts for the exponential heating due to the laser, and is given by the expression:

M~A, L, a) = ( 3 )[1 + (-ly'(l + a)(-y.A) exp(-L/A) - aexp(-2L/A)J (3)

For the laser processing applications of interest to us, such as laser direct write, in
which the beam is scanned continuously across the mu -'.Ce, the steady-state limit t -4 co
is the most -relevant case. The most significant parameter Lr the maximum temperature
rise, which occurs at the beam center,r = z=O. In this case, the expression for Treduces
to a rather simple form:

12eP 1 O
T(O,0, oo) = ,. Lf.(A, La)( ()

1 - (y,,R)Kj(7,,R)j (4)

where Ki is the modified Bessel function of order one. The summation in nm converges
rpidly, making numerical estimates straightforward to obtain using a short computer
program.

Taking kc = 1.7 mW/cm-K, e =0.92, and A = 29jpm, as the parameters for polyimide,

we have computed the temperature increase for various values of the remaining parameters.
We also attempted to comrlate these calculations with laser heating experiments. For one
type of sample, With a 24-pim thick layer of polyimide over a uniform, 5-pmn thick laye of



552

copper, we observed experimentally that the threshold for polyimide softening was about
7.6 mW of incident laser power, with a beam diameter of about 10 Am Usng this value of
laser power, we calculate temperature increases T from Equation 4 of 375 "C, 428 "C, and
481 "C, corresponding to values of a equal to 0.0, 0.5, and 1.0, respectively. Although the
temperature at which polyimide softening occurs is not as universal as, say, the melting
point of a crystalline solid, our calculations are seen to be generally consistent with the
known materials properties of polyimide, for which the softening temperature can lie in
the range 325-525 -C [11].

To emphasize the importance of assuming an exontial distribution for the heating in
the polyimide, we also calculated what the maximum temperature might be for the same
power level, 7.6 mW, but with A = 1 pm (we set a equal to 0.0, although the importance
of a is very small at this level of absorption). We obtain T = 1994 "C, which is clearly
unphysical in light of our experimental observations. Thus, we see that to understand
pyrolytic laser processing on partially transparent materials such as polyimide, one must
appreciate the thermal conduction problem as we have described it here.

Laser CVD of Tungsten

LCVD of tungsten, which in our process occurs via the hydrogen reduction of tungsten
hexafluoride, is similar to bulk tungsten CVD, with two major differences. First, the
-selectivity" for LCVD arises not because of differential nucleation rates for different ma-
terials, but rather from the temperature gradient resulting from the focused laser beam
Secondly, LCVD is generally performed at much higher reactant partial pressures (the H2
partial pressure can be several hundred Tort), in order to get sufficiently high localized re-
action rates. As a consequence of this, and that the volume rate of conversion of reactants
is considerably lower than the corresponding bulk CVD case, LCVD of tungsten does not
depend significantly on macroscopic flow characteristics.

Our experimental setup is generically similar to others which have already been de-
scribed in the literature (see, for example, [11). It comprises a microscope head which has
been modified to allow a CW argon ion laser beam to be introduced into its optical path.
An individual laser experiment used a portion of a copper-polyimide wafer (approximately
3-cm x 3-cm), which had been fabricated as described above, but with only a single pat-
terned conductor layer over polyumide. The copper-polyinide sample was placed inside a
stainless steel reaction chamber which had been mounted on computer-controlled x- and
y-translation stages. After evacuating the chamber, H2 and WF. were introduced into the

chamber at controlled rates. The all-lines, TEM0 output of the laser (whose dominant
lines are at 514 and 488 unm) was first expanded, then directed into one port of the mi-
croscope head. The beam was finally focused, by means of a 20X microscope objective,
through a glass window in the reaction chamber to a spot size of typically 15 im at the
sample surface. The precise location of the tungsten deposition was controlled by manip-
ulating the translation stages to position the sample at the desired location underneath
the focused laser beam; we refer to this a laser "scan". The time interval during which
the laser beam was exposed to the sample was controlled by means of a computer-driven
mechanical shutter.

The most important application of the LCVD proem is the formation of a low-
resistance electrical connection between two pre-patterned nicel-copper multi-chip sub-
strate conductors. To accomplish this, tungsten must be deposited on both the polyimide
and the conductors at sufficiently high rates. This is indeed a challenge, if for no other
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reason than that CVD of tungsten occurs much more slowly on polyimide than on metals
[9]. But another important consideration is that LCVD at fixed laser power is not an
isotermal process, due to the inhomogeneous thermal conductance of a typical copper-

polyimide interconnection module. Therefore, there are two process constraints. On the
one hand, the laser power must be kept at a low enough level to prevent significant abla-
tion of the polyimide. On the other hand, the laser power must be high enough so that
sufficient tungsten is deposited on the nickel-copper to form a low-resistance contact.

These materials complications wene accommodated by performing the LCVD in two
laser scans. After the desired reactant partial pressures had been reached in the chamber,
and with the shutter closed, the laser beam focal point was positioned at the end of
the first conductor. With the beam stationary, the shutter was opened for an interval of
approximately one second, which we refer to as the "dwell" interval. At the end of the dwell
interval and without closing the shutter, scanning of the las beam from the first to the
second conductors was begun, at a speed of about 100 pm/s. Once the second conductor
had been reached, the scanning ceased, but the shutter was held open for a second dwell
interval, after which it was finally closed. The laser power was then increased, typically by
at least a factor of two. The laser was once again positioned on the first conductor, and
the process was repeated. shutter open, dwell, scan, dwell, shutter closed. The two-scan
process is important to obtain both thick deposits on the polyimide and good contacts
between the nickel-copper and the deposited tungsten.

After the laser processing for a single wafer sample had been concluded, the sample
was removed from the reaction chamber, and cleaned with a 40-s dip in 0.1 N KOH. This
cleaning removes small particles of tungsten which nucleate on the polyimide in the vicinity
of the scan region [9), as well as any tungsten oxide which might form on the surface of
the nickel, or the polyimide itself [12]. Finally, four-point resistance measurements were
made to classify the effects of process variables.

A number of representative tungsten LCVD scans are shown in Figures 4 through 6.
They were all formed with P(H2 ) = 181 Torr, P(WFs) = 7 Trr, a first-scan power of
125 mW, and at a scan rate of 93 pm/s (from left to right). Figure 4(a) shows a scan
formed with a second-scan power of 280 mW and a dwell time of 2 s. Note the uniform
character of the deposit. Figure 4(b) is a close-up of the right-side contact of Fig. 4(a).
Observe that tungsten has readily nucleated on the surface of the nickel-copper, and has
spread in a uniform fashion onto the surface of the polyimide. The surface of the tungsten
is not at all smooth, obviously being quite nodular instead. We do not have sufficient data
to infer the exact relationship between process parameters and surface topography, but
we can make a couple of general statements. First, higher scan rates lead to smoother
line profiles. Second, a combination of higher scan rates and higher power levels can
result in "undulating" line profiles, whose spatial frequency along the scan direction is
approximately equal to the deposited film linewidth. This phenomenon has been observed
previously [121.

Figure 5(a) shows a similar-looking scan, except that hem the dwell time had been
reduced from 2 s to I s. Note that the lateral extent of the tungsten deposit at the nickel-
copper contacts has been reduced from that in Fig. 4(a). The resistance has gone down
slightly, from 0.65 fl in Fig. 4(a) to 0.58 A in Fig. 5(a). From a practical perspective, we
observe that the 1-s dwell interval creates a deposited tungsten line whose width is well
within the 60-pm pitch of the conductor lines, and thus is not likely to short out to a

nearest-neighbor.

In Fig. 5(b), the power of the second wan hadbem increased by about 10% to 310mW,
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Figure 4: (a) Scanning electron mnicrograph of a 300-pm long LCVD tungsten film joining
two 350-p~m long nikl-copper conductor. on polyimide: 2 9 dwell, 280 mW second-scan

poe,0.65 a link resistance; (b) close-up of tighit-side contact in (a).



~555

from 280 mW in Fig. 5(a). The resistance has decreased from 0.58 0 to 0.53 fl, a difference
of about 9%. However, this trend does not continue indefinitely: For a power of 370 mW, 3
the resistance *n to 1.35 fl. Fortunately, the power dependence of the resistance
is relatively flat at the minimum, which is important for process control in a practical
application.

We also investigated whether or not there is an asymmetry in the nature of the contact
formed at either conductor, determined by the drection of the scan. We did this by
forming a link sirmlr to those in Fip. 4 and 5, except that it was formed by scanning the
laser from both contacts toward the center, overlapping by about 100 pm in the center of
the link. The measured resistance in this case was 0.53 f, the same as that in Fig. 5(b),
which suggests that the direction of the scan is probably not a crucial factor.

Finally, we tried forming a link by scanning twice at a second-scan power of 280 mW,
preceded by a single 125-mW scan. In this case, although the tungsten was noticeably
thicker on the polyimide, the resistance was slightly higher, 0.62 fl. This could be due to
a degradation of the contact at one or both ends, caused by excessive beating and stress.
Whatever the source of the extra resistance, it apparently dominates any reduction in
resistance due to the lower sheet resistance of the tungsten on the polyimide.

Figure 6(a) shows a longer link formed between two nickel-copper conductors, about
880 /Am long. The dwell was 3-s here, but the conditions were otherwise the same as
those for the scan of Fig. 5(a) (with the scan running from upper right to lower left). The
resistance went up as expected, to 2.61 fl. With this second link length, we can now crudely
estimate the sheet- and contact-resistances for the tungsten links. The resistance estimates
of 0.58 11 and 2.610 must first be corrected for the non-negligible lengths of nickel-copper
included in the measurement structure (estimated to be 0.06 fl and 1.43 0, respectively).
If we assume that the links of Figs. 5(a) and 6(a) have the same width (30 ± 5 pmt)
and thickness (3.5 ± 0.5 pm), as well as identical resistivities and contact-resistances,
we calculate that the resiivity is 12 ± 3.5 p-cm, and that the contact resistance is
0.09 fl/contact. The measured tungsten resistivity is about two to three times the bulk
value, 5.6 p0-cm, which is comparable to that measured by other researchers with other
types of substrates, where values of 2-5 times the bulk value are typical [3].

Figure 6(b) shows a magnified view of the interior of the link in Fig. 6(a). While
we have not performed quantitative estimates of film adhesion, films simil to those in
Figs. 4-6 do pass the Scotch-tape pull test. Excellent adhesion between bulk tungsten and
polyimide has also been observed by Pattee et sL [9].

Summary

fWe have illuq#nated the opportunities and challenges for the application of laser process
methods to multi-chip interconnectio wiring, especially for copper-polyimide interconnect
substrate. We have used an analytical thermal model of the proems of laser heating of
polyimide, to test and verify our understanding of the phenomenon of laser-heating of a
partially transparent film. We have described a novel laser CVD process for forming low-
resstance tungsten links between nickel-Coated copper conductors on polyimide dielectric.
This maskiess "direct-write" deposition technique permits direct repair or customization of
inter-chip interconnects on copper-polyimide substrates. The use of tungsten is attractive
because the CVD chemistry is well-understood, and tungsten interconnects do not require
passivation or protective overcoats.

__________MINIM_
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Figure 5: Scan g dectron micrographs of 300-pm long LCVD tungsten fims jning two
350-pm lg nicel-copper Conductors on polyhmide. (a) 1 s dwell, 280 mW second-sn
power, 0.58 A link resistance. (b) 1 a dwell, 310 mW second-scan power, 0.53 0 link
resstance. 'I
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Figure 6: (a) Scanning electron micrograph of an 880Pm long LCVD tungsten film joining
two lengthy nickel-copper conductors on polyimide: 3 a dwell, 280 mW second-scan power,
2.61 f) link resistance. (b) Close-up of middle portion of link in (a).
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PROCESS MARGINS FOR LASER PLANARIZATION OF 1 TO 5 lm GOLD
FILMS

A. F. BERNHARDT, R. 3. CONTOLINI, D. B. TUCKERMAN AND
A. H. WEISBERG, Lawrence Livermore National Laboratory,
P.O. Box 5503, H/S L-271, Livermore, CA 94550

ABSTRACT

A pulsed excimer laser or flashlamp-pumped dye laser is
used to melt 1 to 5 pm Au layers. The size of feature which can
be filled by laser planarization is limited because of the
finite melt duration, but the basic goal of levelling local
surface topography is accomplished.

Laser reflow of thicker films reveals fundamental
differences between the excimer laser and the flashlamp-pumped
dye laser, resulting from the order-of-magnitude difference in
pulse duration. The excimer pulse is short compared to the
thermal diffusion time of the metal layer and this can create
voids and craters in the metal above discontinuities in the
underlying structure. For Au thicknesses greater than about
3 om, void formation occurs at fluences at or below that
necessary to planarize the film. The dye laser has a
planarization threshold similar to that of the excimer but it
takes over 60% greater energy to create voids than to planarize
a 5 pm film.

A second damage mode, common to both laser sources, occurs
where adjacent planarization zones overlap in a patterned area:
thin spots can be created by the first planarization pulse
which are vaporized by the second pulse.

INTRODUCTION

In multilevel interconnect, the surface topography of a
given level of metallization is determined by that of underlying
layers. Abrupt steps in surface topography can lead to
non-uniformities in the electrical properties of the
interconnect as well as to processing difficulties. Most
multilevel interconnect fabrication processes planarize the
dielectric layers to mitigate these problems. We explore
pulsed-laser melting of the metal layers to produce a smooth
surface over vies and trenches, without dielectric
planarization.

Laser planarization of 1 pm thick Au (11 and Al (1-4] has
been reported. While there is much interest in laser
planarization of VLSI metallization, our interest lies primarily
in metallization for wafer-scale hybrid packaging. Since
chip-to-chip conductor lengths tend to be much greater than
on-chip distances, transmission line interconnect is desirable.
This restricts the line resistance to a value less than about
twice the line impedance and requires relatively large conductor
thickness, as well as large cross-section 15].

VOL fa 0". SYmW PM. Vd. in., lio NMa inmaem some"

_________
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The planarization process is initiated by the absorption of
laser radiation at the metal surface. If the laser pulse
duration is long compared to the thermal time constant of the
metal but short with respect to the thermal time constant of the
underlying layers, then the metal heats approximately uniformly.
Surface tension provides the force which reshapes the surface.
If the metal surface initially has a sinusoidal profile, for
example, minima will rise and maxima will decline, commencing an
oscillation which would, in the absence of damping, continue
until the metal refreezes. Viscosity provides the damping which
flattens the surface. Assuming that the wave amplitude is small
compared to both the fluid depth, h, and the wavelength, X, and
that the oscillation is sufficiently underdamped (low viscosity
and short wavelength), the damping time is given by [6]:

td

where v is the kinematic viscosity (y 2.9 x 10- 3 cm2/s
for Au at 1337 K). The oscillation period is given by

\
3
/
2  a (2rEh)lI

-,W I 2)P[ tanh

where a is the surface tension (a = 1130 erg/cm' and
P - 19.3 g/cmS for Au at 1337 K). Thus, for example, if a
2 pm film of Au has a melt duration of 2 ps, small amplitude
waves shorter than about 6 pm will damp out while 16 pm waves
will move through half an oscillation cycle.

For longer wavelengths, a more ggneral treatment is
required (7].

The melt duration will determine the maximum wavelength
that can be damped. The melt duration is determined by how much
energy is stored in the liquid (including latent heat of
melting) and how rapidly it diffuses into the underlying
structure. Heating the entire sample prior to laser irradiation
(3,4] decreases the temperature gradient between the metal and
the substrate and extends the melt time. A similar description
applies to the planarization of vias, trenches and other surface
features encountered in multilevel interconnect.

We have used an excimer laser to planarize 1 to 5 pm thick
Au over vias and trenches of similar depth. The thermal time
constant of the thicker Au layers (about 250 ns for 5 pm Au)
significantly exceeds the laser pulse duration (30 - 40 ns FWHM)
so that a significant temperature gradient is generated across
the Au. In the thickest metal (5 pm), the energy required to
melt the layer also vaporizes the surface of the Au. The vapor
pressure generated at the surface drives undesirable
hydrodynamic effects discussed below. Flashlamp-pumped dye
lasers have 0.5 to 2 ps pulse durations, allowing a reasonable
operating margin for the thicker films.

We have numerically modelled the laser heating process
using a 1-D finite-difference heat flow code which incorporates
both melting and vaporization. The model results support the

I
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postulated presence of high temperatures and, therefore, high
vapor pressures at the melt surface during laser planarization
of thick films with the excimer laser.

EXPERIMENTAL

We report here on the laser planarization of Au on
patterned SiO2. The fabrication sequence shown in Figure 1
produces conductors embedded in the dielectric and a
substantially planar surface. A SiOz layer is deposited by
plasma-enhanced chemical vapor deposition (PECVD) and trenches
are formed by reactive ion etching (RIE). A 400 A adhesion
layer of Tio.3Wo.7 is sputtered onto the patterned wafer
followed by various thicknesses of Au. We find that W, Mo, and
Tio. 3 WO.7 provide the best adhesion layers for laser
planarization. Materials such as Cr and Nb which are commonly
used for adhesion fail under conditions of laser planarization.

1) RIE or plasma etch S102 3) ser plan rz
resit

2) sputterAu Au 4) etch back

A U J4 =A A u

Figure 1. Fabrication of Au lines embedded in SiO2.

Planarization of Au up to 3 mm thick used an excimer laser
with pulse energy up to 400 mJ and pulse duration of 30 ns full
width at half maximum (FWHM), while experiments on 5 pm thick Au
were conducted with a 1 J, 40 ns FWHM excimer laser. The dye
laser had pulse energy up to 1 J at 495 nm and pulse duration of
1500 ns FWHM. In all cases, the beam spatial profile was
homogenized so that its intensity was flat across most of its
area. The laser fluence was measured using a current injection
detector (CID) camera and beam profiling software.

Etch back of the excess Au was carried out using ion
milling or a combination of electropolishing and ion milling.
The last 0.5 pm or so of the Au was alwayl ion milled at 45
degrees, for which the etch rates of Au and SiO2 are equal.

RESULTS

Figure 2 shows SEMs of a planarized SiO2 surface containing
embedded Au conductors. The planarization was accomplished by
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excimer laser melting a 2.5 pm thick layer of sputtered Au over
a 5 pm thick SiOz surface which contained trenches 2.5 Om deep.
Note that each line terminates in a pad centered on a via that
connects it to a lower conductor level. The planarization step
fills the via so that its presence is not evident from the
surface.

Figure 2. SEM of Au
lines embedded in SiO2.
Initial Au depth was
2.5 um.

Figure 3 shows profilometer traces across the set of four
lines of Figure 2 before and after planarizaton. Local
planarization (line to line) leaves only 3000 A of local surface
relief out of the original 2.5 pm, but the area containing the
lines subsides 6000 A due to conservation of volume. The
subsidence means that the etch-back of 2.5 Wm to remove
unwanted Au in unpatterned areas will leave a rippled surface
with about 1.9 pm deep Au lines in the trenches.

0 0
- -" ,3 .00 2 .00

"1-- -1 100 - 1.000

-1am 
4,000

20., AW SA

(MM roI) Disance (p.)

Figure 3. Profilometer traces of 2.5 Mm Au over 2.5 pm trenches
before and after excimer laser planarization. Trench filling is
accompanied by a 6000 A subsidence in the patterned area.

Work at 2.5 um could not be successfully extended to 5 Wm
Au films over 5 urn deep trenches using an excimer laser.
Repeated attempts to planarize such thick metal produced
trenches which were filled but contained numerous craters in the
surface of the trenches, such as in Figure 4. The craters
occurred only in the trenches, not in Au over flat SiO:. SEMs
of cross-sectioned trenches revealed the presence of voids.
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Figure 4. SEM of the
surface of 5 pm thick
laser-melted Au over 5
pm deep trenches showing
crater formation. The
location of the border
of the trench is
revealed in the crystal
structure of the Au.
The trench is 10 pm
wide.

This void formation is associated with vaporization of the
surface of the Au during the excimer pulse. As mentioned above,
the excimer pulse is much shorter than the thermal time constant
of the Au at this thickness, so a significant temperature
gradient develops across the Au. At laser fluences sufficient
to melt the Au layer, surface temperatures are quickly reached
at which high vapor pressure develops as shown in the 1-D
numerical simulation [8] of Figure 5. The top curve represents
the temperature history of the surface. Each lower curve
represents the temperature history 1/4 pm deeper into the Au.
At these laser fluences, energy is available for further
vaporization but the existing vapor has no time to move, so
surface temperature and pressure continue to increase as the
laser fluence is increased [9]. Figure 5 also shows that as
peak surface temperatures and pressures are reached, only about
2 um of the Au have melted.

While these high temperatures and pressures occur on
horizontal surfaces which see the full laser fluence, the trench
side walls are much cooler at the peak of the laser pulse. Thus
the high pressure above the trench can be relieved by sideways
motion of the liquid as suggested in Figure 6. In the simplest
analysis, a pressure gradient on the order of a 100 MPa will
generate an initial velocity of about 100 m/s in a slug of
liquid of depth comparable to the melt depth (2 um) and of
lateral dimension (20 um) on the order of the speed of sound
times the duration of the vapor pressure excursion. Neither
viscosity nor surface tension will significantly retard this
flow and a 10 um trench will be bridged in a matter of 100 ns or
so. Since mainly the top of the Au layer is moving, voids will
be trapped by the flow.
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Figure 5. Numerical simulation of heat flow in excimer laser
heating of 5 pm of Au over 10 PM SiO2.

As sputtd Near maxum of After Au fully melted
exclmar kelf pulse

Figure 6. Schematic cross-sections of a trench covered by 5 pm
of Au. The laser energy incident across the top of the trench
is spread over the the walls and bottom of the trench. Thus,
the walls are heated much more slowly by the laser than
horizontal top surfaces. The resulting pressure gradient near
the peak of the excimer laser pulse commences lateral motion in
the melted portion of the Au (center), which continues until the
trench is bridged and a void is formed (right).

Figure 7 shows experimental thresholds for excimer surface
melting, planarization and damage as a function of metal
thickness. We identify the melt threshold fluence by a sudden
change in surface specularity. There is a factor of two margin
in energy between planarization, which is associated with
complete melting of the Au, and damage associated with
vaporization of the bulk of the Au. The onset of damage is
sudden, about a 10% change in laser fluence causes essentially
all of the Au to be removed where no significant removal is
observed at the lower fluence.



5651
Figure 7 also includes data on void generation with excimer

laser planarization. The factor of two operating margin
observed for 1 pm thick Au disappears for 3 pn Au when void
generation is considered. For 5 pm thick films voids were
formed at 60% of the fluence necessary to planarize a
pattern.

12 I I

11 / Figure 7. Experimental

10 0 D6 P. o excimer laser melt,
9 0 PIMOS" planarization, void

e v VoMftrAo. M formation and damage
thresholds.6 -

I ,a4-

2-
V 0!

00 1 2 3 4 5

The void formation and damage thresholds are increased
dramatically using the dye laser. For 5 pm films, the
planarization thrahold is only slightly higher than with the
excimer, about 5.5 J/cm2 , but void formation does not occur
until above 9 J/cm2. The damage threshold is about 1/3
higher for the dye laser.

Large areas must be planarized with many contiguous pulses.
A second pattern-sensitive defect occurs near the edge of the
planarization zone where adjacent pulses overlap. The laser
fluence falls more or less quickly to zero, depending on the
precautions taken in beam homogenization. In this transition
zone the melt time of the Au is shorter than that in the uniform
intensity part of the beam, and partial planarization may leave
thin areas adjacent to the lines. This effect is most
pronounced on inside corners of bends in trenches where metal
flows in two directions into the trench (instead of only one
direction as occurs along a straight section of trench). When a
second pulse hits this area, the thin Au can be vaporized,
leaving a bare spot as pictured in Figure 8. This problem is
common to all metal thicknesses and laser sources, although it
may be somewhat less severe for dye laser planarization due to
the lack of the pressure-driven effects described above.

The pulse overlap damage can also occur simply because a
dense pattern presents an excessively large ratio of volume to
be filled to volume of available metal. For example, the
planarized structure of Figure 9 El], though perfectly
planarized, will not survive a second pulse without damage.
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Figure 8. SEM of
surface (left) shows
exposed SiOx at the
inside corner of a 90
degree bend in a trench
when pulse edges
overlap. A cross-
sectional drawing is
shown below.

C . Au

2

0
Si

Figure 9. The perfectly planarized structure shown here will
also be damaged if a second pulse strikes this area.

The best strategy for avoiding pulse overlap damage is to
planarize entire dice with a single pulse. With good
homogenization, the edges of the beam will fall only on the area
between die The kerf generally contains no underlying
structure a - will not be damaged. Even if some damage occurs
on the kerf, wafer yield should not be reduced.

CONCLUSIONS

In excimer laser planarization, voids are formed in
patterned areas by pressure-induced hydrodynamic effects. As a
result, factor-of-two process margins for 1 pm of Au over 1 pm

* trenches erode almost to zero for 3 pm thick Au over 3 pm
, trenches. For 5 pm Au over 5 pm trenches, voids form at 60% of

the energy required to planarize 10 pm wide trenches.

'I
I
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The fundamental problem with commercial excimer lasers in
this application is that their pulse duration is short compared
to the thermal diffusion time through the Au layer. Use of a
flashlamp-pumped dye laser with 1.5 ps pulse duration restores a
60% process margin for 5 pm Au planarization.

Finally, damage can occur in patterned areas where
planarization pulses overlap. The overlap region should be
confined to unpatterned (eg. kerf) or sparsely patterned areas
of the wafer and its area limited by sharp truncation of the
beam edge.
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FLASHLAMP-PUMED DYE AND EXCIMER LASER PLANARIZATION OF
THIN METAL FILMS
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*Stanford Solid-State Electronics Laboratory, Stanfon University, Stanford, CA 94305
**LP Program, Special Studies Division, Lawrence Livermore National Laboratory, Livermore,
CA 94550

The fundamental differences between excimer (- 30 us pulse duration) and fladdmup.pumped dye (- 500 ns
pulse duration) laser planuization ae examined for 1.5-2 pum thick gold films over SiO2 layers. Teat structures
contining bar patiens (square wavs) of 5000 A peak-to-uugh amplitude wih p"ial periods ranging from 1o
;im to 100 pin were prepared and laser-irradiated. A liner model is preseted which describes the time-evoluion of
the film's surface topography when melted with a dye laser pulse. Excimer laser planarization is found to be
susceptible to evaporative recoil effects which may cause undesid patteu amplification.

Multilevel thin-film metal interconnections, both on-chip and off-chip, are becoming essential in high-
performance circuits and systems. Planarization techniques are necsswy elements of a modern multilevel
metallization process. A novel technique for planariting thin, nonrefractory metal films by momentarily melting
them with ma 0.5-1.0 As dye laser pulse has been demonstrated by Tuckerman and Weisberg[l]. More recently,
Mukai et at planarized aluminum thin films with 15-ns excimer laser pulses [2,31. The absorbed energy fluence in
each case was - 1 J/cm2 

per pm metal thickness. In this letter we examine (theoretically and experimentally) te
differing effects produced by such different pulse durations on thin (1.5-2 wi) gold films over insulating SiO2
layers. Also, we present a model employing the linearized Navier-Stokes equation which describes the o'ansient
flow leading to planarization.

THEORY

A flashlamp-purnped dye laser pulse heats the metal nearly uniformly since the thennal diffusion length
8
dye is much greater than the metal thickness h (8 dy.= 24_e1Audy - 12 pn, where -Au .0.7 cm

2
/s [41 is the

thermal diffusivity of Au, and rdye is the dye laser pulse duration [FWHM] - 500 ns) and the underlying SiO2 layer
acts as a thermal barrier (KA, / Ksio2 - 102 [4], where K is thermal conductivity). In contrast, the 30-ns excimer
laser pulse induces a large (-4000 K), brief temperature differential across the metal since 81 - 2.9 pin - h. The
surface temperature may allow sufficient evaporation pressure to generate a recoil impulse which deforms the
molten surface 15,61. The magnitude of such hydrodynamic mass redistribution normally far exceeds any mass loss
due to evaporation (5]. Consider a metal film having the initial cross section shown in Fig.l. For L > 28x, a
uniform-intensity excimer laser pulse will raise the temperature of the troughs somewhat more than the peaks
because of the local thickness difference. The near-exponential relationship between evaporation rate and
temperature implies a larger impulse in the troughs than at the peaks, which tends to micrease the peak-to-rough
amplitude. This recol effect is moat important over a particular range of pattern wavelengths (about 30-50 p in 
this work). Much longer wavelengths experience lateral pressure gradients that are too small to cause appreciable
flow. For much dorter wavelengths, surface tension and viscous forces become effective at both opposing the
recoil impulse and attenuating (as described below) the disatuaiae after the recoil impulse.

The subsequent time evolution (i.e., after the recoil impulse, if any) of small-amplitude cz(xt), long-
wavelength L surface waves (Fig. 1) in molten metal can be described by the two-dimensional linearized (i.e.,
neglecting the convective term due to (3) below), incompressible Navies-Stokes (N-S) equation [7].

(I) p( - -VP + slV 2 v (linearizedN-S)

(2) V • v -0 (continuity, incompressibility)

Her v - (vv,) is te velocity fieK P is pressure, p is the density of the melt (18 g/cm
3 

at 1337 K[81), and iq is
its dynamic viscoaity (5.4 cP at 1337 K(8]). The system is subject to the following conditions:

(3) a << h, L (small amplitude, long wav-length)

UK S. . m . VOL 12L - iniw new C y
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surlace disturbance a(xt). A general intia surfasce patter can be Fourver-
deopsd iumsinusoidal shaspes. In the case of anaperiodictdisturbanc

the sum would be replaced by an integral.

() 2-0 at .0 (no initial motion)

(3) V v., . at Z.-h (-sluip onm)

av ax

7) Y -. P + 2q~ .L at z-0 (normalfoevebalance atdie melt surtce)
az

where yis the surface tension 0l130ergkm2 at1337 K8D. We assume that avA/t -v. at z=Oby virtue of (3).
The systems of equations is linear and separable, Any general initial surface disturbance a(x) may be decomposed

into independent spatial Fourier components. each of which evolves as a sum of complex exponentials:

akuxt)-ja kit)sin(Ax + #A), wheoe k - 2WL1 and i is the mode number; v has a homogeneous (C:PMkiz)

and a particular (e-"kz) componsent, where mk~ a 4k2 + P~k,i /A Application of (6) and (7) yields a
characterstc desermins (3) whose zeroa defame the allowed natural frequencies sbj

2sinh h _ + sib Pnk,jh 2cosh h - + ChMk,ih

(l efsh k h - k. ainh -kih(cosh h - cosh ntk~h ) + -- i

~ ~ cosi kh - 2cosh .nh)k Sk (( sinh kh - 2 mk mk5i)
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Using Newton recursion in the complex plane [91, the frequencies of the two least dinmped modes (ie., smallest
M~e skD! are plotted as a function of wavelength in FHgI for a 1.75 Pmt thick gold film These frequencies form a
complex conjugate pair for L!5 50 pm. implying underdunped modion. A corresponding plot for 1.75 pm thick
aluminum(.p =2.4 gkn 3 [81, 11= 1.4 cP, - -520 ergtm2 at173K 10) lw becomfes flderdamped for L 950
Pin and exhibits natural frequencies about twice that of gold (the two least damped frequencies scale as A and re/p

for overamping, and as r,,,and M/p for underdunped oscillation and damping, respectively). Nothat for
L > 50 Pm. the longest damping time constantc wm Ils is asymptotic to that derived by Tuckerman and

Weisberg [1l. Their ineriafree analysis becomes invalid for L <50 pm, where the inertilmn (8v/'e) in (1)
becomes nion-negligible. For L<10 pmn, sAt is asymptotic to the solution derived by Levich [I1I] for a liquid of
infinite depth; this is because the motion of such a liWd is confined to a scale depth of Ld'2x < 1.6 pmt and so as
insensitive to the presence of a solid surface at z- -1.75 pm. The preceding analysis could be extended to handle
three-dimensional structures such as viss.

Most of the planarizing action occurs while the metal is completely melted (an interval 6otn typically
1-5 Pas). Sam planarization also occurs during the melting and freezing processm (which take - rlo and tfit -

I ps, respectively), but this flow is significantiy impeded by the presence of the solid metal phase. Thus for the
purpose of calculating the degre of planarization. we consider the flow duration to be longer thant t,,1te but
shorter than 'Claser + t iolten + tftntee

- Re 'aI (damping rate)
'2,Ji sA , (oscillation frequency)

106 % % 0 infinite depth (Levich)
10%\ + zero inertia (Tucke~n ub

r~410 0

I-

0 20 40 60 .80 100

Wavelength L =21tlk (urn)

Fzg.2 Plot of the two leas damped (i.e., i= 1.2) complex natural
frequencies skj as a function of wavelength L-2a/k for a 1.75 Pro thick
mohen gOWd film. At short wavelengths, sk apIproe the infinite depth
solutikoof Levich [11]. At long wavelengas, the lower (dominant) branch is

asyaPtodc SO the result offTtckermiu and Weisheg [1].



572

The following analytical, one-dimensional, model ia used to calculate bounds on tmoltMn and estJimate
te for flushlany-pumped dye lase pulses (excuner laser pulses can be treated with a few small modifications).
The model allows for cooling by conduction only, and assumes an infinitely conductive metal (since KAu / K5i0 2

- 102, wee above). We assume T independent jcS102=O.008 cmf2/5, (pC)S1i, 2 (volumetric heat capacity)- 2.8

i/CM3-K. KSM- 0.05 WAkm-K [4] and hence we have

thoughout the SiO 2. We consider the case in which the lase melts the entire thickness of the metal. The near-
gasintemporal profile of the laser pulse is replace with the "box" profile shown in Fig.3a. This

sprxmtion allows us to breakt the problem into two parts; I. Laser On (HIeating), and IL Laser Off (Cooling).

FY "box" profile
approximation

FWFIM
tepral profile

t-0 JUlaser
Time

Fig.3a) Figure illustrating the temporal
"box" profile approximation to the nea-gausian lase
pulse. This approximation allows for division of the
calculation of tmolten (the time interval in which the
metal is completly molten) and tfrerre (the time
interval in which the metal freezes) into separate parts
(i.e., Laser On [heating], and Laser Off [Cooling]).

metal Si02 metal SiO 2  S i

tv a upper
B A Tmen=To( ) -bound lwr

bound

*T(x,t) E

X- x T-hastn-0

Fig.3b) A metal layer (thickness h) in Fig.3c) The one-dimensional, layered
contact with a infinite slab of SiO2 at x-O. This mctal-SiO 2-Si system employed in the Laser Off
approimation to the situation dc~ted in 1139.3c is (Cooling) calculations; these calculations provide
used to calculate the temperature rise, in both the upper and lower bounds for tn,,n and an estimate of
Meta and the S012 , during the lase pulse (ie., Lase tfvn
On).
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L Laser On (Heatin

For heating we consie a metl film of thickness A in contact (at x-O) with an infinite slab of SiO2
(Fig.3b). The SiO.2 thickness need not be finit here shote dhe tempeiure ris, during heating. forz x ! 2Pro (the
nominal SiO2 thickness) is very small. The following boundary condition follows from the infinit conductivity
of the metal:

(10) T(x.OJ4).To(- 0!) Ot 15'dye

Solving (9) (Lqlace Traasforzn Method [12]), we obtain

where u - 21CM2d To is found by simple heat balane according ID (12).

(12) (F-H) To ( Q,,W + JTrw L

F is the absorbed laser fluence and H is the volunetric latent heat of melting for the meta layer.

II. Laser Off (Cooling)

For the subsequent cooling. we consider a molteon metal film (A) in contact with an SiO2 layer of
thickntess h5jO over an infinite slab of Si (Fig.3c). To obtain a lower bound on tmknwe solve (9) with the
folowing boundary onditins

(13) T(t )T

(14) T~x- 04 - 0CC)

(1)-K 5 1O2 Mr. W= - kp).. 7) at x. S

(13) is a parabolic approximation to (11) (accurat to 5 10lI) (14) itames maximlum conduction end therefor
provides the lower bound for L ,(15) is a statement of the metal's infinite conductivity (Le., the Meta acts
likesa thermal cacisor) Solvn with LW1ac truaform. we obtain

I- Cos ota sin ai)
(16) TWz)-4T0 O2i .i .sna

where h h 2 End the am the rOot oq - a aUs- ThSM om) T=

proids de owe bundon t ,.im (d..).An unapr bound on tIt is flound by first calculating the 7
uauimurn rumtn ise Tgjm for doe suface of en infinite Si sdab when heated by the flux provided by (16)

a xw 0. and thn re-solving the co ingjubn wth (13) iqled by (13)end (14) qIlme by (14).

(13) T(ZAe. 0) - Cr-TiM) T+ Ti

(14) T(w. 04,)- Tsi.,,,
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ThSbMnihe) T= w then Yields tie uipper bound On tmle (tumolus). We have

(17) tImotter < tmotn < tumom

We estimate trez by employing the heat flux from (16) at x= hSi). =tmolzn; here we assume that this flux

stays constant while the metad free=e (i.e. (18))

(IS) =(-~cs~2 (ED l'"h5 02'l 'tiet) tfreese

For Au ((P)A 2 .8 J/cm 3-C, Tr.=064*C 14], H-1.2 ki/cm3 [131) of thickness h=1.75 pro,
hSiO2-2.O pin aind sn incident dye law pulse of 2.4 J/cm2 (57% absorbted energy at 1-490 nm for evaporated Am
(51) we obtain T0 .1700C, TSim,,,l70*C, dmoltin- 2.3 Its, tumolten-2.7 Ms. tfreezeO.S8 Ms. We choose
tmolun= 2J Ps (the average of dme, tuw,.). So, for these conditions we obtain flow time bounds of 2.5 ps

(tinolton) and 3.8 MiS + tinolten + tfaed These values agree (to within 10%) with those recently
calculated, usin a mom accurate finite-diffetence technique, by Bernhardt [6].

Test structures were fabricated by first depositing LPCVD SiO2 ( 1.9 jui ± 5% ) on silicon wafers and
then sputter-depositing 500 A Of 10 .3 W0 .7 followed by 2.0Mmi (± 5%) of Am. Parallel trenches (square waves)
having spatial periods varying from 10 pin to 100 inn were pliosolithopraphically defined and wet-etched to a depth
of 5000 A. The rough, optically absoreant surface texture of the etched regions would cause non-uniform
reflects=e (an undeaired experimntal variable), so we smoothed them by exposing the wafers to low-fluence (0.7
J/cm2) Xe 0CI excimer lase pulses. ime relatively low energy, but high peak power, of these pulses induces
shallow melting at die esched regions which smoths die high sp"ta frequency roughness in the troughs but leaves
the basic square wave shapes itact (pakl-to-trough amplitudes of 5000 A ±4% over a 70min square test area).

The square wave patterns were then irradiated with either excimer (Xe *CI . X-- 308 rn, Te -30 ns) or
flashiamp-pumped dye (cournarin, i)= 490 nm, % -500 ns) laser pulses. Beaims were homogenized to produce
uniform flux profiles. Incident energy fluences were determined by imaging with a digitizing camera and then
measuring the total pulse energy with a volume calorimeter (for the UIV) or a surface absorber (for the visible
wavelength). Spot uniformifty was ± 4% across a 3 mm x 4 mmn spot for the excimer laser, and ± 7% over a 2.5
mm x 3 mm spot for the dye laser. The entire thickness of the Au film melted (as evidenced by a marked increase
in prain size after melting(141) at all fluences used here Ca 1.2 3/cm2 for the exc* -icr laser, 2.4 3/cm 2 for the dye
laser). All suaface profiles were measured with a Dek.TakTO profbonser.

TWXhe xie lase planrisation result (peak intensity - log W/CM2) were influenced by evaporative
recoil; reaulmt prfiles did not exhibit smooth shapes or uniform, reproducible amplitudes. Patterns irradiated at
1.7 J/m 2 had largr final amplitudes than those teate with less energy (1.2 3/cm2 , 1.55 J/km 2) for L = 30.40
pm. In fact pater amplfication (e., a 40% amplitude increase induced by the excimer laser pulse) was observed
at L- 4 0 pm (Flg.4a). There was no significant m loss due to evaporation for these fluences (5 2.2 i/cm2).
These resultscio be explained by our hinar flow model, in which a higher fluence yields a longer melt time and
hence mom damping. Rathur, they can be explained! by the evaporative recoil concept in which a higher fluence can
yield a large pressure impulse, which minceae the pattrn amplitude. In fact, the excimer lase caused surface
roughening of an initially planar region; a surface roughness of - 500 A increased to - I pm after a single 2.2
3kmj2 pulse. In a more extreme casm a 3.03k/M2 pulse caused melt ejectionlS] near the beam edges.

Irradiation with a flashlamp-pumped dye laser did not give rise to evaporative recoil, because of the
relatively low peak Intensity (- 106 W/cm2). The laser planarization can then be viewed simply as a low-pass
special filteing lances for the Fourier stuface components, in accordance with (8). For 1 LOM Ls 60 6Om,
only the fundamental Fourie omponent (a smooth sinusoid as in FigAb) remains significant after irradiation. For
L-100 Mim, dis watenuated fNaideental and die 3rd harmonic (aenated about 50%) am evident after melting
(PigAc). At L-2 pm, aubsatiall plamrization oeccured; nowe alsot thtde peaks and troughs of the irradiated
suface trddpostions, confirsning the laudicted undudaimped behavior (Flg.4d). The measured amplitudes, after a
sinoblse of the ftiviil Fouie components (nonnalised to their iitial values) are plotted assa function of
wavelength L in FIgi. The predictions of our linear theory for the flow tim limits of 2.5 MS and 3.8 MS am also
pine-. Ib 1neffect ofn sequential phoawizing palmse could be estimated by raising these curves to the nib power.
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CONLUSION

The physics of pulsed laser planarizaion of thin metal films has been investigated theoretically and
experimentally. Excimer lasers, due to their relatively short pulse durations, produce an evaporative recoil effect
which can cause pattern amplification. For this reason, small process margins (e.g., Fig.4a) and multiple-pulse
damage are obtained with these lasers[61. ,lashlamp-pumped dye lasers provide more desirable, reproducible results
owing to their longer pulses. A linear theory has been presented which accurately models the recoilless transient
flow. The use of multiple sequential dye laser pulses could provide further planarization in accordance with our
model.

L = 4014m Exdmu Laser Puln L SOpm 2.4 J/c' Dye Low Pube
I- o c .. -0

A 1l11- ---- iu e ltemse eg .VIo

7N 2 Ls
.. -Op0 -

20500 as -2000

jiOCO '_." 1.

S0 0 00 0 so 10o 1so 200 250 300
(a) Lateral Distance (pn) (b) Lateral Distance (jm)

a) Effect of an excimer laser pulse on an b) For flashlamp-pumped dye laser
initial square-wave pattern of amplitude 5000A and irradiation an initial square wave of 50 in spatial
spatial period 40 prn in the vicinity of the beam edge. period exltibits only a smooth sinusoidal fundamental
We find an initial (unmelted) square wave pattern frequency component after exposure to 2.4 J/cm2 .
outside the beam area, an adjacent planarized region
near the beam edge, and an amplified pattern in the
center of the beam.

L. I0. 2.4 Jleu? De Laer Pula L 0 in 2.4 J/cn Dye Laser Pulse
I ,I I I I I

000 20:00-
'30-2000 -2.I I I 00I II

3000 -00000
(c) Lateral Distance (jm) (d) Lateral Distance (1m)

c) An initial square wave (not shown) of d) An initial square wave of 20 gIn spatial
100 gim spatial period which exhibits both the period which exhibits a vestigial fundamental
fundamental and its third harmonic (which is sinusoid after a 2.4 j/cm2 dye laer pulse. Note the
responsible for the dimples in the peaks and troughs) interchanged positions of the peaks and troughs, an
after a 2.4 /cm2 dye laser pulse. inatial overshoot predicted by our theory.

Fig.4. Surface profiles of gold films of average thickness equal
to 1.75 pm before and after irradiation witha laser pulse.
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LASER SURFACE MODIFICATION FOR COPPER DEPOSITION ON POLYIMIDE

Y.S. Liu and H.S. Cole
GE Research and Development Center
P.O. Box 8, Schenectady, New York 12345

ABSTRACT

Selective modification of surface reactivities with lasers, using either direct writing oi
projection method, is intrinsically a sensitive method to prepare a surface for high-
resolution and high-speed area selective thin film deposition. In this paper, we demonstrat-
ed the use of laser direct-writing and projection patterning techniques for selective
modification of the electrochemical property of a polyimide surface, High quality and high-
resolution copper patterns on polyimide surfaces are produced when the surface-modified
sample is subsequently placed in an electroless plating solution. These results demonstrated
that the use of laser-selective-modification of surface properties in conjunction with other
batch thin film deposition processes provides an attractive approach for area-selective
metallization for a variety of applications in which high writing speed and high sensitivity
are required.

INTRODUCTION

The demands for application-specific IC design and fabrication, yield enhancement, cir-
cuit restructuring and fast turnaround prototyping have significantly increased the interest
in adaptive processing techniques using direct energy sources such as lasers [1]. Previous
studies in laser processing have focused mostly on semiconductors, solid dielectrics, and
metals [2]. Recent interests in multilevel and multichip high-performance electronic pack-
aging have attracted attention on laser processing of polymeric materials such as polyimide,
which has a low dielectric constant and relatively stable thermal properties [3]. The low
dielectric constant reduces capacitance coupling which often determines the ultimate speed
and frequency of the packaged electronic devices. Standard thin film metallization and pho-
toresist patterning processes are being used for fabrication of interconnects layouts, fol-
lowed by either additive or subtractive processes to make final multichip interconnects. To-
pographical nonuniformity often limits the interconnect line width to greater than 25 m us-
ing present thin film techniques. Laser-selective metal deposition on polymers, either
direct-write or projection patterning, is a key processing technology for the development of
a viable laser direct-interconnect for high-density and high-performance multichip intercon-
nects for ASICs and quick turnaround prototyping applications.

A fast writing speed exceeding several millimeters per second is a key requirement for
the development of a direct-write process for interconnect paths over several meters.
Slower direct writing processes are useful only for short-run interconnects such as circuit
alternations, local restructuring, and repairs. The laser scan speed V is related to the film
growth rate, Vt by [4] 4

V, - D/(dV,)

where D is the beam diameter and d is the film thickness. This equation shows that with a
beam diameter of 10 ton to deposit a 1-Am-thick film, a film growth rate of 100 pm/sec is
required in order to achieve a writing speed of 1 pm/sec. In gas phase photolysis, growth
rates are limited by the transport of reactants and products to and away from the reaction
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zone. The proper wavelength must be used in order to couple the spectral properties of
gaseous phase compounds or adsorbates for photodissociation with efficient quantum
yields. In spite of the fact that many interesting photochemical reactions have been report-
ed, none of these processes appeared fast enough for direct writing applications. In the py-
rolytic approach, reactants of higher concentrations can be used to enhance the writing
speed. As a result, higher film growth rates have been demonstrated [4].

In this study, a two-step process was used to achieve a fast writing speed. In this two-
step process, laser radiation is first used to selectively modify the polymer surface, followed
by a batch thin film process to form interconnect patterns. Surface modification of surface
reactivities with lasers, using either direct writing or projection patterning technique, is int-
rinsically a sensitive method for area-selective thin film deposition [5]. Surface
modifications can be achieved via a variety means such as

- Physical vs Chemical
- Photolytic vs Pyrolytic
- Additive vs Subtractive
- Catalytic vs Inhibitive
- Adsorptive vs Desorptive

In the present study, we applied surface modification to copper deposition on polyimide
using both direct writing and excimer laser projection techniques. In the former case, an
argon laser was used to selectively deposit a trace amount of Id on polyimide surfaces such
that electroless copper deposition takes place in the surface areas exposed to laser irradia-
tion (positive process). In the latter case, an excimer lasers was used to desensitize a
polyimide surface such that a negative metal pattern was formed after electroless deposi-
tion (negative process).
EXPERIMENTAL
Argon-Laser-Activated Copper Deposition-a Positive Process

In this work, an argon laser at 351 nm was used to selectively decompose an organome-
tallic Pd-containing compound [6,7]. In these experiments, the substrates were either spun-
on polyimide on glass or 50-pmr-thick Kapton filns laminated on glass. Palladium acetate
(PdAc) was dissolved in chloroform as the palladium precursor and was spun on the po-
lyimide substrate. The surface concentration of Pd was controlled by varying the initial
amounts of PdAc dissolved in the solvent, and final surface Pd concentrations were deter-
mined by the Rutherford back-scattering technique. After irradiation, the sample was im-
mersed in an electroless copper plating solution. The process sequence is shown in Figure 1.
The advantage of this approach is that only a few monolayers of palladium atoms are need-
ed for initial surface sensitization, which led to a fast writing speed of several centimeters
per second. At 351 nm, polyimide has an absorption coefficient of about 104 cm "1, so over
90/ of incident energy is absorbed in the top 1-pAn surface [8]. When a sample is exposed
to laser irradiation, local heating of the polymer substrate causes thermal decomposition of
PdAc, which has a decomposition temperature of 225 °C, while the substrate is thermally
stable to above 400 *C. Figure 2 shows optical micrographs taken at each of the process
steps: Figure 2-1.-spin-coated sample with PdAc dissolved in chloroform; Figure 2-2-
irradiated sample with a 20-mW argon laser at 351 nm scanned at 2 mm/sec; Figure 3-3 -
irradiated sample after chloroform rinse to remove PdAc in the surface areas not exposed
to laser radiation (a trace amount of Pd on the exposed area was barely visible); Figure 2-
4-sample after being placed in an electroless copper plating solution and with copper lines
selectively deposited on the polyimide surface. Depending upon the laser power and scan-
ning speed, copper line-widths of about 7 pm to 50 pn with a thickness to 1.5 pm were
achieved.
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Exmer-Laser Patterning Copper on Polyu lde -a Negative Process

A negative patterning process has also been demonstrated using an excimer laser [9].
The process is schematically illustrated in Figure 3. In this case, a pd-containing compound
is first spun on the polyimide surface. The sample surface was then exposed to an excimer
laser through a mask or using a projection method. The exposed surface area becomes to-
tally desensitized once the Irradiating fluence is above a threshold level which depends
upon wavelength of the excimer laser used. After immersing the sample in an electoless
copper plating solution, a copper pattern is formed and is shown in Figure 4. Because of
strong absorption of polyimide at both 193 dm and 248 nm, a threshold fluence less than
20 /ce 2 was found to be sufficient to cause total desensitization. Once the irradiating
fluence exceeds the threshold level, identical copper patterns were formed regardless of the
number of irradiation pulses. Figurec shows x-ray photoluminescence spectra (XPS) of a
sample sensitized with a Pd-containing precursor and irradiated with an excimer laser at a

zfhjence level above the threshold. Figure 5(a) is the XPS spectrum of a sample after sensi-
tization with Pd-containing precursor. Figure 5(b) shows the spectrum after the surface
area was exposed to excimer laser irradiation for one single pulse, and Figure (c) shows the
spectrum after exposure to 10 excimer laser puals at the same fluence level. Figure 5(b)
and 5(c) have identical XiS specora in which Pd peas are absent after the samples were
exposed to excimer laser irradiation. Both samples resulted in identical copper patterns
after being placed in electroless copper deposition.
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EXCIMER LASER SELECTIVE METALLIZATION

A. Surface Sensitization

B. Excimner Laser Patterning
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CONCLUSION

We have shown that surface modification using lasers provides a sensitive technique for
area-selective metaffization. The present study demonstrated the use of both direct write
and projection patterning techniques for selective zuodification for metal patterning. In the
former ase, an argon laser was used to selectively deposit a trace amount of Pd onl po-
lyimide surfaces such that electoless copper deposition takes place in the surface areas ex-
posed to laser irradiation (positive process). In the latter case, an excimer laser was used to
desensitize a polyimide surface such that a negative metal pattern was formed after electro-
less deposition (negative process). Since only a very thin surface layer of Pd catalyst was re-
quired for copper deposition, both techniques were highly sensitive, and a fast writing speed
was achieved.
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PATTERNED EXCIMER LASER ETCHING OF GaAs WITHIN A MOLECULAR BEAM
EPITAXY SYSTEM

P. A. MAKI and D. J. EHRLICH
Lincoln Laboratory, Massachusetts Institute of Technology,
244 Wood St. Lexington, MA 02173

ABSTRACT

We have utilized an ArF excimer laser in a projection imaging geometry to
etch GaAs layers grown in situ within a molecular beam epitaxy (MBE) system.
Clean epitaxial surfaces were prepared using standard MBE growth procedures,
then etched in a second chamber isolated by a gate valve. We report studies of the
etching dependence on pulse rate (0.2 Hz to 150 Hz) and chlorine pressure (10-6 ,

10-4, and 5x1 0 3 Torr). We discuss the etching mechanism in terms of previous
studies of the reaction between GaAs surfaces and molecular chlorine under high
vacuum conditions. We show that the pulse rate and Cl2 pressure dependencies of
the etching can be explained by the progress of the reaction at the instant of pulse
expostre. Etch morphology is found to vary with the repetition rate, with the
smoothest surfaces obtained at low repetition rates. We discuss the implications of
the results in the context of in situ thin layer processing and epitaxial overgrowth.

Introduction

Processing of thin layer structures in GaAs requires in situ patterned etching in
combination with epitaxial growth to avoid contamination resulting from air exposure.
Excimer projection etching is promising for this application because of its direct,
maskless patterning capability. In this paper, we demonstrate an excimer laser
etching process which can be used in combination with MBE to fabricate GaAs
structures entirely in a vacuum environment.

Previous studies have examined excimer laser etching of GaAs 11,2,3] at
pressures where gas-phase radical generation contributes to the etching process. In
the present work, we examine the etching process in a low pressure chlorine
ambient, where gas-phase photolysis is negligible and the surface reaction is
dominant. We report data on the etching process as a function of pulse repetition
rate, fluence, and chlorine pressure using an ArF excimer laser as a UV light source.
We show that the dependence on these parameters can be explained by a model
which relates etch rate to the progress of the reaction between the molecular chlorine
and the GaAs surface at the instant of pulse exposure. In addition, we demonstrate
controlled bilayer etching. The resulting surfaces under many conditions are of
sufficient quality that epitaxial overgrowth is possible without the formation of any
unusual growth morphologies.

E The interaction between GaAs and chlorine is thought to occur through a first
step in which a rapid reaction forms monochlorides or dichlorides of gallium and
arsenic followed by a second step which proceeds more slowly and forms gallium
and arsenic trichlorides [4,5,6]. Since the arsenic trichloride is more volatile than the
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gallium trichloride, the preferential evaporation of the former leaves the surface with
a gallium trichloride layer which tends to limit the reaction by reducing the available
active sites. The complete mechanism as suggested by Ha et a/. 16] is as follows:

GaAs(s) + 2C2(g) =* GaCI2 (s) + AsCI2 (s) (1)

GaCI2 (s) + AsC12 (s) + Cl2 * AsCI3(g) + GaCI3(s) (2)

GaCI3 (s) GaCI3(g ) + free surface site (3)

Our experiments suggest that the excimer laser assists the etching by the
photodesorption of the reaction products from the surface:

hv
GaCI2 (s) + AsCI2 (s) GaCI2(g ) + AsCI2(g) + free surface site (4)

hv

GaCI3 (s) = GaCI3(g) + free surface site (5)

By varying the laser repetition rate, it is possible to probe the different stages of these
reactions.

The basic setup, as shown up in Fig. 1, consists of an excimer laser and a
loadlocked vacuum system with GaAs MBE capability. The system has two ultrahigh-
vacuum chambers which are isolated by a gate valve. A sample holder can be
transferred between the two chambers without air exposure using a magnetically
coupled transfer rod. In one chamber, GaAs can be grown by elemental-source
MBE. In the second chamber, gas can be introduced using a leak valve, and the
sample can be exposed to an excimer laser through a single-element optical
projection system.

Prepolished (100) GaAs substrates are degreased and etched with 5:1:
H2 SO4, H202, H20, mounted on a molybdenum sample holder using indium solder,
and loaded into the vacuum system through a load lock. An epitaxial film of GaAs is
prepared using typical MBE growth procedures. After the sample has cooled to room
temperature, it is transferred into the etching chamber. At this point the sample
surface is free from any substantial oxides or impurities and exhibits a reflection
electron diffraction (RED) pattem indicative of a smooth surface.

In the etching chamber the sample is exposed to C12 gas through a leak valve
while the pressure is monitored using a cold cathode gauge. During etching, the ion
pump is valved off, and the chamber is not exhausted except for residual pumping by
the cold cathode gauge. To avoid transient effects in the composition of the gas
ambient due to reactions between residual water vapor and chlorine gas, the
chamber is filled with chlorine gas prior to sample loading and pumped out. After the
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Figure 1 Schematic diagram of excimer laser and vacuum system.

etching process (-15 min) the chamber is evacuated using the ion pump. While the
chlorine gas is present, the excimer laser beam is introduced through a UV-grade
fused silica window with the beam axis normal to the sample surface. Laser fluences
were measured using a pyroelectric detector at the sample position in order to
measure the transmission losses, and then these losses were used to determine the
fluence using a detector external to the vacuum system. We assume that the
temperature of the sample holder is at the ambient temperature of the etching
chamber, which is typically near 25 *C.

After etching, the depth of the etched region was measured using a surface
profilometer. Variations in the fluence across the etched regions sometimes caused
local variations in the etch rate. These variations were averaged for each etch step
in a consistent way so that within each set of experiments, the averaging method is
the same. The etched surfaces were examined using optical microscopy in order to
determine the degree of smoothness of the surface and its suitability for epitaxial
overgrowth.

Results and Discussion

Figure 2 shows the dependence of the etch rate as a function of the excimer
laser pulse repetition rate for Cl2 pressures of 5x1 0-3 Torr, 10-4 Torr, and the
background pressure after etching (10-6 Torr) plotted on a log-log scale. For
5x10-3 Ton' and 10-4 Tow, the etch rate shows three distinct dependences on the
repetition rate f. For repetition rates less than 10 pps, the dependence follows a f1 /2

dependence for both pressures. For pulse repetition rates above 10 pps, but below
60 pps, the dependence is approximately linear. Above 60 pps, saturation appears
for 10- Tow, while the data for 5x1 0-3 Torr shows no saturation up to 150 pps. We
explain the etch rate dependencies as follows. At low pulse rates, the period
between laser pulses Is sufficiently long that the reaction approaches the point of the
gallium trichloride layer formation. The f 1/2 dependence corresponds to a square
root of time dependence, which suggests a rate-limiting diffusion process in the
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reaction [Eq. (2)]. Above 10 pps, the products on the surface are only those of the
fast reaction [Eq. (1)) because the gallium trichloride layer does not have time to
accumulate between pulses. Since this reaction proceeds quickly, the quantity of
reaction products formed between pulses is relatively constant, so that the etch rate
varies linearly with the repetition rate. Above 60 pps, the etch rate at 10-4 Torr is
limited by the chlorine arrival rate. The etch rate saturation begins when the pulse
period approaches the chlorine monolayer arrival time. At the higher pressure of
5x1 0 3 Ton', no saturation is observed in the etch rate because the laser repetition
rate is not high enough to reach the monolayer arrival rate. Chlorine is necessary for
etching, as the 10-6 Torr etch rate is 20 and 90 times less than the etch rate for 10-4

and 5x1 0-3 Torr, respectively, at 100 pps.
If the this model is correct, than the dependence of the etch rate on the fluence

should show some saturation when the fluence is high enough to desorb all the
reaction products from the surface. We have, in fact, observed a corresponding
saturation In fluence at -15 mJ/cm2 for C12 pressures of 5xio 3 Ton' and repetition
rates of 0.5 and 25 pps. From the previous work [4] on the GaAs-chlorine reaction,
we expect that there should be a limiting thickness of the product layer for very long
times. At a chlorine pressure of 5xl0"3 Tor, we have observed saturation in the etch
rate of 4.4 A per pulse for repetition rates 5 0.2 pps and a fluence of 11 mJ/cm 2. This
suggests that the layer thickness consumed by the reaction may approach 5.6 A per
pulse, which would correspond to a GaAs removal rate of two monoiayers per pulse,
or a monolayer coverage of galffum trIchlorlde.

The morphology of the etched surface varies significantly with the pulse
repetition rate, chlorine pressure, and fluence. Smoothness of the surface tends to
degrade at very high pulse energies (>18 mJ/cm2) or high repetition rates (>10 pps).
As shown In Fig. 3, smooth surfaces are obtained at low pulse repetition rates.

Figure 4 shows an optical micrograph of a GaAs surface after a complete
growth, etching, and overgrowth sequence. The pattern was projected onto the
surface using a mask and a lens external to the etching chamber. The sequence of
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steps was a growth of 0.5 gm of GaAs, followed by etching of 0.1 gm, and then
overgrowth with 0.3 gm of GaAs. The interior of the cloverleaf pattern is the etched
area. The overgrown film is smooth and epitaxial in appearance and is free of any
abnormal nucleated defects. The oval defect density is comparable to the unetched
regions of the surface. The surface was etched at 0.5 pps, 5x1 0-3 Torr of Cl2 , at a
fluence below saturation. The ripple observed on the surface results from a spatial
variation in the laser pulse fluence during etching.

20 Im a

660/Im

Figure 3 Optical micrograph of the Figure 4 Optical micrograph of an
etched surface morphology for 0.5 pps, etched and overgrown epitaxial GaAs
5x1 0 3 Torr, 12 mJ/cm2 . MBE oval film.
defect is visible near center.

Conclusions

This work demonstrates a controllable etch process which can be used in situ
to spatially pattern GaAs. Our results demonstrate that controlled bilayer etching of
GaAs is possible, which is the etching analog of atomic layer epitaxy. At low
repetition rates, the morphology of the etched surface is of sufficient quality that
epitaxial overgrowth of GaAs occurs without the formation of any unusual defects.
Further studies are required to evaluate the electrical and optical properties of the
laser etched surface and overgrown interface. Among many applications, this
etching process can be used to define the active area of a laser, or spatially adjust
the thickness of quantum wells in 2 monolayer increments. Combined with epitaxial
growth, laser etching can be used to fabricate a wide variety of complex structures in
situ. Our preliminary studies suggest that parts of this work can be extended to other
Ill-V materials, making in situ processing of heterostructures possible.
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*CNR-LAMEL, Via Castagnoli 1,1-40126 BOLOGNA (Italy)

ABSTRACT

The use of lasers in the doping of semiconductors has been investigated extensively
these last years both for photovoltaic and microelectronic applications. In this work,
doping of single-crystal silicon in BCI ambients using a pulsed UV laser has been
studied as a function of laser wavelength and fluence in order to investigate the effects
of photochemical decomposition of the BCIs gas and the effects of thermal
decomposition of adsorbed layers on the doping process. Different parameters
involved in the process (laser energy density, number of pulses per frame, BC13 gas
pressure) were investigated. The electrical characteristics of the doped layers were
discussed.

INTRODUCTION

Recently, there has been considerable interest in impurity doping into
semiconductor materials using an excimer laser /1, 5/. Since virgin silicon has a large
absorption coefficient in the ultraviolet region, an intense pulsed excimer laser
irradiation in a suitable chemical atmosphere can locally melt the near surface region
and produce a significant incorporation of dopant from the environment into the
molten surface layer. The dopant distribution is then driven by simple thermal
diffusion. This feature gives an advantage in forming very shallow junctions. However,
the mechanism of excimer laser doping is dependent on the interaction of the doping
gas and the laser wavelength as well as on the reaction of the gas with the silicon
surface.

Recently, Correra et al. /6/ have described phosphorous doping into silicon by
decomposing PCIs gas using an XeC! (308 nm) excimer laser. In this case, PC13 has no
absorption at 3 nm an it has been shown that only the thermal decomposition(pyrolysis) of the adsorbed layers contributes to the incorporated dopant atoms. Thus,

the supply of dopant atoms from adsorbed layers limits the doping process On the
other hand, Foulon et al. /7/have reported the fabrication of a shallow boron junction
by the irradiation of an ArF (193 nm) excimer laser into the silicon immersed in BCl,.
Since in this case the doping gas is absorbed at 193 nm, the influence of photochemical
decomposition (photolysis) of both gas ambient and adsorbed layers on doping
characteristics have been demonstrated.

In order to separate the effects of photochemical decomposition of the doping gas
from those of thermal decomposition, it is important to perform the excimer laser
doping using two different wavelength and the same gas.

In this work, we report boron doping into silicon by decomposing BCIq using ArF
and XeC! excimer lasers. We investigate the influence of doping conditions on the
sheet resistance and the iurity concentration profiles, and discuss the mechanism of
excimer laser doping. Finally, we present the electrical properties of some laser doped
layers.

EXPERIMENTAL

The samples used in this study were n-type <100> single crystal silicon with
resistivity of I ohm cm. The sample surface was cleaned with an HF dip and a

Met. 3t. Smc. SMP. P . Vo . I 29 'I Mototo Roooarch Socody
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deionized HIO rinse, and then immediately enclosed in the stainless-steel gas chamber.
The chamber is normally evacuated below 10-4 mbar, purged and evacuated again
before filling with the active gas (BCI,). The pressure was varied in the range 0.1 to 50
nmbar. Two different lasers were used to melt the silicon surface and to produce dopant
incorporation simultaneously : an ArF (193nm) and a XeCI (308nm) excimer lasers
with pulse duration of 21ns and 70ns, respectively. The laser energy density at the
sample surface was varied between 0.8 and 1.8 J/cm2, which is well above the melting
threshold of c-Si This laser fluence takes into account the loss by the gas absorption in
the case where the ArF laser is used since it is well established now that the BCl gas is
absorbed at 193 nm /8,9/ but not at 308 am /9/.

Characterization of the doped layer has been carried out using the four point
probe and secondary ion mass spectrocopy (SIMS). Profiles of carrier concentrationwere obtained by the automatic resistivity-Ha strippn techniques (ARHS).

As for the electrical characterization of the doped layer, some samples irradiated
at 193 nm wavelength were post-annealed in order to remove point defects eventually
introduced dung the rapid sodification.

Some large area samples were dope with the 308 nm laser process. Changes inthe defect densites of the depletion region due to changes in the substrate temperature
were investigated.

RESULTS AND DISCUSSION

Figures la and lb report the experimental values of the boron concentrations as a
function of the depth in silicon for 193 am and 308 nm wavelength irradiations. Both
profiles were obtained at fixed BCl, pressure (Smbar) and different number of pulses
per frame (n- 1-50). The fluences were 1.5 and 1.1 J/cm2 respectively, corresponding
to computed melt dept of A28OAfor XeCI and 3000 A for the ArF. The melting time
was aout 120 nsec fr bot lser pulses, as shown by the computer simulation reported
in Figure 2.

1° ArF LASER Iop Xea LASER

E,= 15 Ycm2  EL= 1.1 J/CM2
a o POe = 5 MW= PeeL3= Sft

FULSES.50 PUSES

j~U .1. .-

to" " ;o*
s

SI *iI?

to % . . S

0 2 40 0 200 400
OEPTH (n. OEMMW

(a) (b)
Figure 1 Boron concentration profiles by SIMS measurements: (a) doping with ArF
(193 nm) laser, (b) doping using XeCl (308 m) laser.
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In the XeCl case a gradual increase of the incorporated boron ca be observed up
to 10 pulses per frame, without any significant change of the junction depth. After this
value, corresponding to a surface concentration of about I x 1011 at/cm', an important
increase of the melt depth occurs. This behavior, already observed 10, 11/, is probably
due to the solid and liquid reflectivity change as well as to the variations in the
thermodynamic parameters of heavy doped silicon. Using a numerical simulation
program /12/, we have shown that 5% change in reflectivity can induce an increase of
the melt depth of about 50%.

In the ArF case a similar trend of the dopant profiles verse n is observed, but a
relatively less important change of the melt depth occurs.

The common trend is the sharp increase of the total amount of incorporated
material (I) with n. Due to the fast diffusion of the dopant into the molten layer, square
shape profiles are obtained within a few pulses. As already studied /6/, the total
incorporation I is determined by the total melting time t, whereas the incorporation
rate depends both on the diffusivity of the dopant into the melt and on the dopant
supply at the silicon-ambient interface:

I D C (x, t) / ax dty0 x=0

where D, is the diffusivity in liquid silicon and C(x, t) is the boron concentration at
depth x and time t.

25O , XeCI LASER
X*C( (308il I T.7Ofns -e ArF LASER

ArF (193nm) T=21ns ---
200Sbor bSC13

5a

1W-7

so- -

0 100 200 30 J00 2 .4 1 8 10
MELT DEPTH TOTAL MELTING TIME (Vs)

Figure 2 Melt time versus melt depth. Figure 3 Total quantity of
Calculation for 308 rm, FWHM - 70ns impurity as a function of the
and 193 am, FWHM - 21 ns. See ref 12 total melting time.
for optical and thermodynamic parameters.

As the BC absorption coefficient at 193 nm is much higher than it is at 308 rmn,
any effect on the source term due to the dopant-vapor photolysis should be evidenced
by the comparison between the XeCl and ArF incorporation rates.

The actual values of the incorporated boron as a function of the total melting time
are reported in Figure 3.

Two different incorporation regimes can be remarked for both wavelengths, i.e, a
first rapid opant inorporation followed by a slower linear increase with time t.,. This
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behavior is particularly evident for the ArF results, whereas the XeCI data exhibit a
smoother trend.

As for the first regime, it must be noted that the short times (low n values)
correspond to a junction depth lower than the melt depth. In the case of XeCl
irradiation, the displayed trend can be attributed to a nearly complete incorporation of
the layer of adsorbate which forms onto the silicon surface /6/. In these conditions the
incorporation can be described as limited by the dopant source.

When ArF data are considered, a very sharp increase of boron incorporation
during the first regime is observed. As it can be assumed that the actual diffusion-
controlled transport mec anism of the dopant into the silicon is dependent on the laser
wavelength and pulse duration, it can be concluded that the I values observed are due
to a larger amount of material available for the ' lon. This additional supply
can be attributed to the photlytic dissociation of the layer and/or of the ambient g
molecules. In this case the dopant source can be considered about infinite, and te
incorporation process is mainly *ffusion limited.

The second incorporation regime occurs after the junction depth reaches the melt
depth. This condition is attained after many laser pulses; the dopantprofile vs depth is
rather fiat, and the incorporation process becomes flux limited. An further inrease ofdopant incorporation is hindered by the small concentration gradient givig rise to a
slow diffusion draining. The ultimate dopant concentration is limited by the solubility
in liquid silicon. For these reasons when the number of pulses is increased, the larger
dopant source available in the case of 193 nm irradiation becomes less effective than
for the first irradiation, and the incorporation rate for the ArF doping approaches the
XeCI value.

In order to get more information about the surface status and the dopi1g
mechanism, the dependence of the incorporated dose on BC, pressure was investigate
by irradiating c-Si samples at a fixed fluence and for 30 shots. Te results are disp ayed
in Figure 4. The curve corresponding to ArF laser takes the absorption in the gas into
account. Different pressure ranges can be distinguished. At pressures lower than about
0.1 mbar the incorporation is constant, whereas a remarkable dependence on the
pressure appears in the higher range. For both wavelengths, the evidence of the
chemisorbed saturated layer on the silicon surface is provided by the constant
incorporation versus pressure in the 10-' - 10-1 mbar range. This layer, which probably
saturates all the adsorption sites such as surface impurities and defects, has been
evaluated to be not less than the maximum incorporation per pulse of about 1014 BCI,
molecules/cm'. As for the higher pressure range, the increase of I as a function of the
pressure follows a logarithmic law. The same trends have been obtained for XeC
irradiating c-Si in PCI! ambients with, however, formation of physisorbed layers above 1
mbar in presence of BCI,. This difference may be because BCi, has a higher vapor
pressure than PCI,. The logarithmic trend has been shown to be related to the
successive formation of weakly bounded physisorbed layers /13/. This explanation is
valid for the two wavelengths. However, when using the ArF laser, it appears that
saturation occurs for pressures higher than 10 mbar. More experiments will be
necessary in order to confirm this trend.
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Figure 5 shows the mobility and carriers profiles versus depth as obtained by
ARHS measurements for two samples irradiated at 193 rnm, 1.1 J/cm2, and n- 10. One
of them was post-annealed in a "HEATPULSE" incoherent light system at 1000"C for
10 seconds. The comparison between the as-irradiated and post-annealed samples
shows that the rapid thermal treatment essentially improves the mobility values without
affecting the dopant profile. The small differences in the dopant distribution between
the two samples can be ascribed to random fluctuations during the laser irradiation
process. This improvement results probably from the annealing of high point defects
induced by thermal quenching in the emitter region during the melt regrowth. The
presence of these electrical microscope defects induced by laser irradiation in virgin
silicon has been confirmed by DLTS technique. The results will be published
elsewhere.

As test devices, 4-cm2 solar cells were obtained on low resistivity wafers doped by
the XeCI laser. Figure 6 shows the dark I-V plots for two cells processed at the same
fluence and number of pulses per frame (1.8 J/cm, n=9), one kept at room
temperature and the other at 300"C during the irradiation. The cell processed at high
temperature has reverse current one order of magnitude lower than the cell irradiated
at room temperature. Correspondingly the shunt resistance changes from 0.44 to 5.1
Kohm. The higher shunt resistance suggest that there are fewer defects in the depletion
region in the P-N junction.

940 'l :
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Figure 5 Mobility and carrier Figure 6 Reverse I-V characteristics
concentration profiles for samples of the laser processed diodes showing
doped in 5 mbar BCif ambients the effect of heating of the sample
without and with rapid thermal (300 C) during the doping process.
annealing (1000C, 10 sec)
done after the doping.

CONCLUSION

In this work, it has been shown that multipulse excimer laser (ArF or XeCI)
irradiation of silicon in BCI# ambients allows the attainment of both controlled
junctions depths and doping levels. As for the doping mechanism, the experimental
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data indicate that the process is rate limiting in the case of XeCI whereas it is diffusion
limitn for the ArF laser.

moreover, the evolution of the total amount of incorporated boron with the
prsueshows that at pressure lower than 0.1 mbar, the inca -pration Is caused by the

presne of a strongly bounded cbemisorbed layer, whereas at high pressure, the supply
is the successive formation of wealy bounded physisorbed layers.
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HEAVILY DOPED ULTRA-SHALLOW JUNCTIONS
FORMED BY AN ArF EXCIMER LASER

S. Yoshioka, J. Wada, H. Saeki and S. Matsumoto
Department of Electrical Engineering, Keio University
Hiyoshi, Yokohama, 223 Japan

ABSTRACT

Boron doping of single crystal silicon using an argon fluoride excimer laser with
diborane gas has been performed. Diborane gas has an absorption at 193nm, which
leads to gas phase photodecomposition of the diborane. Utilizing the photolyic effect,
we obtained high surface concentration and ultrashallow junctions of 5x1020 cm-S and
0.1 #im, respectively. The photolytic effect enhances the incorporation of the dopant
species.

INTRODUCTION

With the reduction of device geometry, ultrashallow and heavy doping has become
more important to avoid the short channel effects of MOS devices. In the ion
implantation method, it is difficult to form the heavily doped ultrashallow junctions for
p+ layer because of the inherent channeling effect by light ions like boron. Then
excimer laser doping is attractive for formation of ultrashallow junctions[1-7]. Since
silicon has a large absorption coefficient in the ultraviolet region[8], excimer laser light
is strongly absorbed in the near-surface region of silicon. Then only the shallow region
of the surface can be melted by the laser beam. The laser beam produces dopant
species through pyrolytic and/or photolytic dissociation of the doping gas. The species
i into the molten region caused by the laser beam.

Deutsch et al.[2] performed the boron doping with BC13 and an ArF excimer laser
in a photolytic process, while Carey et al.[3] reported the fabrication of ultrashallow
junctions by the irradiation of XeCI excimer laser on the silicon immersed in B2H6
through a pyrolytic process.

In a previous work, boron doping was carried out using an ArF excimer laser with a
transparent BF3 gas[5]. It was confirmed that dopant species were supplied from only
the adsorbed layer on the silicon surface through a prolytic process. On the other hand,
a photolytic process[6], which used an ArF excimer laser with PO~l3 gas which absorbesstrongly at 193 nin, was found to incorporate the dopant species from the gas phase into
silicon at a level greater than could be obtained by only the adsorbed layer.

In order to fabricate heavily doped ultrashallow junctions utilizing photolytic
prcesse s and to compare with pyrolytic processes, we have carried out boron doping
into silicon using an ArF excimer laser with B2H6 gas, which has an absorption at 193
nmf[91. From the dependence of the sheet resistance on the incident energy and the
number of pulses, we have found that the doping with BHe is significantly different
from the doping with BF,.

EXPERIMENTAL

The 5%5 B2H. gas diluted with N, was used as a dopant source. The diborane
absorption peak is near 193 nm[9]. An ArF excimer laser with a 17-us-long pulse at 193nm was oprated at 2Hz. The laser beam was focused onto the silicon surface by quartz
lenses. The beam size at the sample surface was 2.5mam wide by 7.2mam long. TheIsample was set as 4-cm lect from te quartz window in a stainless steel chamber. The

I of diborane, the absorption in the cell is 3.0-5.995.

I Samples were < 100> Ca n-type single-crystal silicon with resistivity of 3-5 ohm-cma.
f After a sanard RCA cleaning, the chamber was pmped to below 0.01 Tort. Laserirradiation was performed in two ways: (1) the irradiaton was performed a with l- 6ml.~~~~~~~~~~~ Woss 5..s..Po. tee.* w s~ss b.iS~

-~f--I
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ambient; (2) the sample were irradiated after the B2H- was loaded and pumped to
below 0.01 Torr several times successively to form adsorbed layers. The sheet
resistance of the doped area was measured using the four-point probe method. We
obtained the dependence of the sheet resistance on the incident energy and the number
of pulses. Carrier concentration profiles were determined by the differential resistivity
measurement with an anodic oxidation using the Irvin curve[10. Boron concentration
profiles were obtained by secondary ion mass spectrometry (SIMS).

RESULTS AND DISCUSSION

In Fig. 1, we show plots of the sheet resistance versus the incident laser energy for
a pressure of 5-Torr diborane and for different numbers of pulse. The data obtained
for BF8 ambients[5] are also p lotted in the figure. The steep rise of the curves at0.6J/cm5 is probably due to the threshold for melting of singe-crystal Si.

Although the partial pressure of diborane is 5 Tort and that of boron trifluoride is
50 Ton, the sheet resistane for diborane is lower by two orders of magnitude. This
result suggests that the boron doping wth diborane is carried out through not only the
pyrolytic dissociation of adsord layers but aLso the photolytic process of adsorbed
layers and gas phase molecules.

The sheet resistance decreases with incident laser energy in Fig.1. Since the depth
of the molten region and the diffusion time are determined by the incident energy, then
the total quantity of impurity increases with the incident energy. To clarify this point.
carrier concenration profiles are investigated.

The carrier concentration profiles for I pulse irradiation are shown in Fig. 2 for the
incident fluences of 0.7, 0.8, and 1.0 J/cm. It is found that the surface concentration
increases slightly and the junctions depth increases with the incident fluence. That is,
the total quantity of carriers increases with the fluence. Thus the decrease of the sheet
resistance with the fluence in Fig. I is understood.
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The dependence of sheet resistance on the 0
number of laser pulses is shown in Fig3. The 10 o
laser incident fluence and the gas pressure are 5OTorr
0.7 J/cm and 5 Torr. In this figure, the data of 0.8J cm2

BF3 at 0.8 J/cm2 and 50 Torr[51 are also -0 '
included. The sheet resistance decreases with the %H A 6
number of pulses, which increase the total . 5 Torr
quantity of impurity. o 0,7J/cm 2

In general, the diffusion length L is given by W 10 o,
L=(Dt)0-S, where D is the time averaed z 0
diffusion coefficient and t is the diffusion tine.-
Assuming the diffusion time to be the product of i 2
the pulse duration time and the number of pulses u 10
(N), the sheet resistance % is proportional to N- 0
.5 with a constant surface concentration. ,
Consequently when the doping process is limited u 10, -
only by the diffusion, the sheet resistance is o
proportional to N-5. Deutsch et al.[2] carried
out the doping using an ArF excimer laser with
BC13 gas which has significant absorption at 193 io 1
nm. They found that R. varied as N-0-6 and 100 10 102 i0,
concluded that the doping process was limited by THE NUMBER OF PULSES
the diffusion of the incorporated dopant atoms in
molten silicon.

However, the sheet resistance R, varies as Fig. 3 Sheet resistance vs
N-i. for BF,. For diborane the sheet resistance the number of pulses.
R, cannot be expressed with N-n, indicating that
the doping mechanism for diborane is different from that of BF3 and BC 3. These
results suggest that both doping mechanisms are not subject to the simple diffusion
limitation but are dominated by the supply of dopant atoms from the outside.

There is a tendency of a saturation in Fig. 3 for diborane near 5 pulses. This result
is attributed to the saturation of the surface carrier concentration and to the depth of
the molten region as shown in Fig 4.

Figure 4 also shows carrier concentration 1021
profiles for 0.7 J/cms and 5 Torr for differento
pulse numbers. The surface carrier -_. O.+

concentration increases with the number of B 214thh6 e Tor rI
pulses. Thus the supply of dopant atoms from 'E  H
the outside limits the doping process. 10 Pols

An interesting point is that the very high g Purses
concentration of 5xl020cm-3 and the ultrashallow 01
junctions below 0.1 pim are performed by multi- 2
pulsed irradiation. The other distinct feature is 13 5
that the profile shapes change from a 10 0
complementary error function-like to a box-like 0 10
profile with an increase in the number of pulses. a
This indicaates that boron atoms diffuse into the Z
molten silicon and do not difuse into the solid 8 ol
region substantially.

In Fig. 5, boron concentration profiles
obtained by SIMS are shown. For 1 pulse and 2
pulses, the profiles are similar to those of carrier
profiles. Both measurement techniques are i0 17 0

about 30% accurate. For 10 pulses the surface 0 0.05 0.1 0.15 0.2
concentration reaches above 10scm-3, but the 0epth (mlcxon)
concentration is so high that the activity
decreases and carrier concentration is limited to Fig. 4 Carrier concentration
5x010cm-3. The tendency of the sheet resistivity profiles for various
to saturate above 5 pulses in Fig. 3 results in the number of pulses.
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In order to investigate the role of the gas phase, we carried out doping using only
an adsorbed layer; that is, the laser irradiation was performed after diborane gas was
pumped to below 0.01 Torr as mentioned above. Figure 6 shows the results with the
adsorbed layer only as well as that combined with gas ambients. In the figure the
results of BF3 are also included.

In the case of BF, the two techniques gave the same results. This sugests that the
doping was performed only through the pyrolytic process of adsorbed layer[5]. But in
the case of diborane, the two techniques gave significantly different results. The
absorption of the laser by the doborane in the gas phase contributes to the doping
level. That is to say, the difference in the two curves for diborane is attributed to the
photolytic process which produces boron atoms by photodissociation of the diborane
gas.

10 o10 I10B2H Ed=0.7J/cm

- B SIMS -c- 5 Torr

10 2l Carrier . 10 _A Adsorbed
C: layers.1 Puls 

'A 3Pulse W BF Ed=0 8J/cm'a 2 Pulses U ANE -o- 60 Torr
E 0 03 10 Pulses Z 10 -o-AsOorb

10 ;5 -0- Adsorbed
A 2layers

10 9 ?- A0 to

wo
C 0(

o 10 18 10 _

1017 10 I ,
0 0.1 0.2 0.3 1 0 102 10

Depth (micron) THE NUMBER OF PULSES

Fig. 5 Boron concentration Fig. 6 Sheet resistance of
profiles by SIMS and doping using only
carrier concentration absorbed layer and gas
profiles.

SUMMARY

The boron doping of silicon using an ArF excimer laser and diborane, which has J
an absorption at 193 nm, has been performed. The sheet resistance for diborane is
much lower than that of transparent BFs. We obtained high surface concentration of
about SxIO20cm-s and shallow junctions of 0.1 pm as determined from carrier
concentration profiles at 10 pulses irradiation. The shape of the carrier profile
changes from a complementary error function-like to a box-like profile with the
increase of number ofpulses. The mechanisms of laser doping with diborane involve
pyrolytic processes of adsorbed layers and photolytic processes of dopant gas.
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LASER PATTERNING OF HIGH TEMPERATURE SUPERCONDUCTING OXIDE FILMS

A. Gupta, B. W. Hussey, R. Jagannathan, E. I. Cooper, and E. A. Giess
IBM Thomas J. Watson Research Center, Yorktown Heights, NY 10598

ABSTRACT

A focused argon ion laser (514 nm) beam has been used for patterning
superconduct ng lines of YBa2Cu307_6 using films prepared from metal
trifluoroacetate solution precursors. A stoichiometric mixture of the precur-
sors is dissolved in methanol, and the solution is spun on yttria-stabilized
zirconia substrate to form a film. The film is patterned by irradiating in
selected areas by direct laser writing to convert the irradiated layers to an
intermediate fluoride state, the nonirradiated areas being unchanged. The
nonirradiated areas are then dissolved away, leaving a pattern of the fluoride
material. This patterned layer is converted to the superconducting oxide in a
subsequent high temperature step involving reaction with water vapor.

IRODUCTION

Since the discovery of high temperature oxide superconductors, many tech-
niques have been developed for depositing filma of these materials [1] . For
eventual application of these films in fabrication of devices and high-speed
interconnects, it is necessary to develop suitable patterning techniques for
these films. The reactivity of the superconducting oxides with most wet chem-
icals has made it difficult to apply standard photolithographic techniques for
fine line patterning. A possible solution is to pattern precursor films of the
superconductor, which are not sensitive to the wet chemicals, and then convert
the patterned precursor to the superconducting oxide (2] . We report on a
maskless patterning process for high Tc superconducting oxide films using a
focused cw argon ion laser beam. The process involves localized photothermal
decomposition of metallo-organic precursor films using laser direct writing,
in which patterning is accomplished prior to attainment of a superconducting
state in the layer.

Recently a number of different solution precursors, containing mixtures
of Y, Ba, and Cu metallo-organics, have been developed for preparation of
superconducting film of Y a2Cu3O 7 _6 (1-2-3) by spin coating [3-6] . Typi-
cally, a mixture of the precursors with the right cation stoichiometry is de-
posited on the substrate and is converted to the oxides by thermal decomposition
at temperatures of 300-5000 C. The superconducting phase is formed by subsequent
annealing in oxygen at a higher temperature. Besides process simplicity, the
use of solution precursors allows accurate control of composition and intimate
mixing for a multi-component system. Moreover, there is a potential of pat-
terning these films by photothermal or photochemical decomposition using a fo-
cused beam source. Laser direct writing techniques have been used in the past
for patterned deposition of metals, such as palladium and copper, by decompos-
ition of metallo-organic film [7,8] . We have used the direct writing process
for patterning 1:2:3 trifluoroacetate precursor films to deposit 1:2:3 fluoride
intermediates. The patterned fluoride layer is converted to the supercon-
ducting oxide in a subsequent step involving reaction with water vapor. Pre-
liminary results on this process were reported by us in an earlier publication
[9]. Direct writing of superconducting lines using metal nitrate and
neodecanoate precursor films have also been recently reported [10,11].
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EXPERIMENTAL

The preparation of the metal trifluoroacetates has been described in an
earlier publication [6] . The fluorine substitution in the carboxylates makes

them readily soluble in a variety of organic solvents, including alcohols. A

spin-on solution of Y-Ba-Cu trifluoroacetate (TFA) was prepared by dissolving
stoichiometric amounts of the three trifluoroacetates (Y:Ba:Cu=:2:3) in
methanol. Some solutions containing copper in excess of the stoichiometric
ratio were also prepared. The concentration of the metal ions in solution was
confirmed by inductively coupled plasma emission spectroscopy (ICP). Films were
spin-coated on randomly oriented single crystals of yttria-stabilized zirconia
(YSZ). The concentration of the solution was adjusted so as to produce 4-4.5
,i thick films at a spin speed of 2000 rpm. The spun-on films were baked at
200eC to remove the water of crystallization and any residual solvent. The
dried films were amorphous, as determined by x-ray diffraction, and were
featureless.

The TEMN0 output at 514 nm from an Ar+ (Spectra Physics 171) was used as

the excitation source. The laser beam was attenuated with neutral density
filters, or a variable filter polarizer, and then reflected onto a cube

beamsplitter residing inside a microscope (Cambridge Instruments). The
beamsplitter reflected 80% of the laser beam onto a Leitz Wetzlar 20X infinity
corree.ted microscope objective (NA = 0.4). The beam waist was measured using

the scanning knife-edge technique. A plot of the beam waist as a function of
distance between sample and objective lens yields a minimum value of 1.8 pm for
the focused beam waist (l/e). The beam was focused onto the sample placed on
a scanning X-Y stage with a maximum scan speed of 10 sm/sec and a resolution
of 0.1 0m.

After exposure to the laser, the undeveloped material was removed by
rinsing in methanol. The as-written features were insulating and had to be
converted to the superconducting oxide by reacting with water vapor and subse-
quent annealing. To form the superconducting phase the film was placed in an
oven at 850°C under flowing helium saturated with water vapor for 30 min. This
was followed by a short anneal (5-10 min) in dry helium at 900-9200 C. The helium
flow was then replaced with oxygen flow and the sample was slowly cooled down

to room temperature. The water vapor was required to convert the fluorides to
the oxides through formation of hydrogen fluoride.

For measuring the resistivity of the lines as a function of temperature,
a continuous flow cryostat with a temperature controller was used. The details
of the sample preparation and measurement have been described in a previous
publication [10] . A temperature controlled silicon diode (±0.1 K accuracy)
was mounted next to the sample for accurate temperature measurement.

RESULTS AND DISCUSSION

Thermogravietric analysis (4eC/min) of the individual trifluoroacetates, and
their 1:2:3 mixture, was carried out in oxygen and argon ambient to study the
thermal decomposition behavior under slow heating condition. Weight loss and
x-ray analysis were used to identify the products. The results showed that all
the trifluoroacetates decomposed over a relatively narrow range of temperature
(250-360OC) and lead to formation of the respective fluorides. Some copper
oxide was also formed during decomposition, the fraction of which increased when
the decomposition was carried out in oxygen. Decomposition of copper
trifluoroacetate also resulted in loss of a small amount of copper through
volatilization, particularly when decomposed in argon atmosphere. Complete
decomposition of the 1:2:3 TFA mixture occurred at a lower temperature
(.310*C) in oxygen than in argon (-3600C). The results of the thermogravletric

analysis of the 1:2:3 mixture in argon and oxygen atmosphere are shown Fig. 1.
The absorption spectra of the spun-on 1:2:3 TFA film, before and after

dehydration, are shown in Fig. 2. The as spun-on films are light blue in color
* and show a broad band in the near-infrared and red region of the spectrum due
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to Cu
2
+ absorption, with increasing absorbance in the ultraviolet region from

the fluorocarboxylate ligand absorption. On dehydration at 200OC, the UV ab-
sorption band extends to longer wavelengths, which is reflected in a change in
color of the films to light green. The Cu2 + absorption band shows no changes
on dehydration. The laser radiation at 514 no falls in between the two ab-
sorption bands, and is absorbed only weakly. Decomposition of relatively thick
films is possible because of the large absorption depth. The dehydrated films
slowly absorb moisture from the atmosphere and revert back to the hydrated form.
This requires processing the films soon after baking at 2000C to avoid changes
in the absorption characteristics. The changes can also be avoided by processing
the films at an elevated temperature on a hot stage (150-200°C). This also
results in significantly reducing the laser power density required for pat-
terning the films.

100
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Fig. 1. Thermogravimetric analysis of the 1:2:3 TFA mixture
in: (a) argon and (b) oxygen atmosphere.
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Fig. 2. (a) Absorption spectrum of 4.2 pm thick 1:2:3 TFA
film; (b) spectrum after dehydration at 2000.
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The line width of the as-written features varies linearly with laser power
density in the range of (0.2-1.3)x,0

6 
V/cm

2
, when the films are patterned at

room temperature. The dependence of line width on scan speed for three dif-
ferent laser power densities is shown in Fig. 3. The line width is fairly in-
dependent of scan speeds up to 1 rm/see and then starts decreasing. The
observed dependence of line width on laser power density and scan speed can be
qualitatively understood by considering the thermal conduction of heat after
absorption of radiation. Assuming that the thermal conductivity of the deposit
is similar to that of the YSZ substrate (1.4 Va-IK-

1
), most of the heat will

be lost through the substrate, and the temperature distribution will be rela-
tively insensitive to the geometry of the deposit [12] . The temperiture will
increase linearly with absorbed energy, and a steady-state temperature will be
reached quite rapidly, regardless of scan speed. Only when the residence time

of the laser beam approaches the thermal diffusion time will the effect of scan
speed on line width be noticeable.
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Fig. 3. Variation of line width as a function of scan speed for
three different laser power densities.
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Fig. 4. Variation of average thickness of developed lines as a func-
tion of scan speed for two different laser power densities.



607

The fractional decomposition of the film, or thickness of the deposit
during laser writing, is determined primarily by the kinetics of decomposition.
The average thickness of the deposit after development is plotted as a function
of scan speed in Fig. 4. For a fixed laser power density, the average thickness
of the deposit is found to increase rapidly with decreasing scan speed until
it reaches its limiting value. The temperature and time dependence of the
kinetics are both reflected in the observed variation in thickness of the de-
posit as a function of scan speed and laser power density.

On annealing the laser written features to form the superconducting oxide,
the width and thickness of the lines decreased by about 10-15%. Figure 5 shows
typical superconducting lines prepared on a YSZ substrate. X-ray diffraction
pattern of the lines (not shown) clearly showed the formation of the 1-2-3
phase. The major peaks in the pattern corresponded to the (001) reflections
of the superconducting oxide phase, indicating a c-axis normal preferred ori-
entation. Unreacted barium fluoride was also observed in the diffraction pat-
tern.
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Fig. 5. Scanning electron micrograph Fig. 6. Resistance vs temperature of
of 10 pm superconducting lines shown in Fig. 5 (TFA film
lines, composition of 1:2:3.5).

For measuring the resistivity of the lines as a function of temperature,
a number of parallel lines were written with connecting pads for four-point
probe measurement. Lines patterned using TFA films with 1:2:3 stoichiometry
exhibited superconducting onset temperatures in the range of 90-95 K. However,
the resistive transition was quite broad, with zero resistance achieved at 70-75
K. These results were obtained consistently over a relatively wide range of
laser process parameters. Chmical (ICP) analysis showed that while the ratio
of barium to yttrium was 2:1 in the patterned lines, the concentration of cooper
relative to yttrium was lower than the expected 3:1 ratio. This suggested that
copper was being selectively removed from the films during laser writing. The
removal of copper is believed to be due to formation of the volatile Cu(I) TFA
during decomposition. To compensate for the removal of copper, the composition
of the spun-on films was made copper rich. This narrowed down the transition
width significantly, as shown in Fig. 6 for lines prepared from 1:2:3.5 TFA
composition. Superconducting lines down to 10 pm width (1 om thickness) have
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been patterned from 4 om TFA films which routinely show zero resistance tem-
peratures in the range of 80-85 K. Finer lines (-5 #m) have been patterned
from 2 pm thick TFA films. While the superconducting onset temperature of these
lines remains the same as those of wider lines, the zero resistance temperature
drops to about 65 K. This is probably due to the increased effect of the
interaction with the substrate of the thinner films during the high temperature
annealing step.

CONCLUSIONS

We have shown that laser direct writing is a viable technique for patterning
superconducting oxide films using solution precursors. The technique has been
used for depositing features several centimeters in length and 10-15 microns
wide, which are superconducting above liquid nitrogen temperature. The selec-
tive removal of copper from the film during laser writing causes deviation from
stoichiometry in the developed features, and has to be compensated for by ad-
justing the composition of the precursor film. This can possibly be avoided
by patterning the films in an atmosphere of oxygen to reduce the formation of
the volatile Cu(I) TFA intermediate.
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ABSTRACT

In arapid thermal procesn systemworking at atotal press=reof afew Torr, we
have obtained selective e taxil got ofscon at temperaturesaslws 5C
When using SiH,CI, (DCS) as tbe reactive gas, no addition of HCI is needed.
Nevertheless, using SiH4 below 950-C a small amount of HCl should be added.

Some kinetic aspects of the two systems, DCS/HCI/H adSH/C/, r
presented and discussed. For the DCS system, we show that terate-limiting reactions
are slightly different from those commonly accpted in the literature, where the results
are from systems working at atmospheric pressure or in the 20-100 Torr range.

Our model is based on the mai decmpstion of DCS, SiHCl - SiHCI + HCI,
instead of the widely accepted reacn ScoHCI, . Sia, + H2. Ibis is the main reason
why no extra HCl is required in the DCS/H, system to obtain full selectivity from above

100Cdown to 650*C.

INTRODUCTION

Conventional silicon chemical vapor deposition (CVD) is in the 1000*C-1200,C
temperature range. Vrlarge scale inead crcuits (VLSI) need smaller
geometries for both vertical and lateral dimensions. Thus, the development of shallow
unctions is heain towards low temperature processing since the dopant profile has to
beperfectly controlled.

According to Srinivasan and Meyerson [1], silicon CVD epitauial temperatures
down to 10001C can produce perfect device quality films. In the temperature range
between 650Cand 100C it is less certain that perfect device quality films will 6
produced. thus suggsting that plasma-enhanced CVD (21 or the ultra high vacuum
CVD [3] techniques he used.

Another technique, developed by J.F. Gibbons et al. 4, has proved to give good
qlity devices. They use a rapid thermal (RTP system to grow epitaxial
siio lyr o n inute tiice-sae proc~en We10* hs inmzn
contamination and d t diffusion. We present the experimental results obtained iniio laesoan iuetm-cl n eo 00,tumnmzn

hav pevoulyreortd xprienalresults adkntcaspects oSietaalgrowth
the saesystem with SiH4/HC/N,/H, 5,6,7]. Selectivity was also discussed as

Uwr slayer characterizations by electrW measurements, transmission electron

only DICS diluted in H2 in the 1100*C 501C to sturern. A mpno
some kinetic aspects of the two systems, SiH 4/ Cl1/H,!andb! iH, C 1/H,, at
pressures around 2 Tonr and temperatures between 1 100*C an 65'C is also

prsete. Selectivity will also be dlase hroughiout the whole temperature range
for the two systems. The so-cled loading effect is discussed as well as TEM
observations made on layers grow at 650*C

ML . 9"U. "a*np ftM. VSi. -im MONISM bseuro BsU
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EXPERIMENTAL

Our experimental set-up consists of a rapid thermal CVD system using a bank of
tunpten lamps as a source of radiant heat. This system was pioneered byJ.F. Gibbons
[4] and the process was named "Limited REaction Processing". The actual reactor is a
horizontal cold-wall air-cooled silica chamber where the base pressure is about 2 m
Torr obtained simply by a mechanical oil pump with a molecular sieve oil trap. The
substrate temperature rather than the gas flow is used as a switch to turn the CVD
reaction on and off. The substrate is heated only while the surface reaction should be
ocaimn&

After loading a sample, the system is purged using H: which is also used as a
carrier as. Short cycles or power pulses of a few seconds to two minutes are used for
"in situdeaning and growth in order to avoid heating the reactor wall, thus minimizing
contamination. The H2 flow is permanent during the whole process. Multiple
processes can be accomplished without removin# the sample from the reaction
chamber. The cleaning of the wafers prior to deposition is carried out using a chemical
procedure followed by an "in situ" thermal process as previously desc'bed [5,71.

Four-inch (100) or (111) wafers, with a patterned SiO% layer, were used in this
study. The thidmess of the growth layers was measured -a oometer. The surface
temperature was measured by a thin thermocouple attached to a test wafer under thesame exyerimental conditions. Reactive and carrer gases are all electronic grade and
no special purification was used, their flow being established by flowmeters prior to the
temperature cycles.

RESULTS AND DISCUSSION

All the experiments were carried out in Hs as a carrier gas at 2 sim with a total
pressure of about 2 Toff in a reacting gas dilution from 10% to 0.1% in volume unless
otherwise specifed. Figure 1 shows the growth rate G as a function of the reciprocal
temperature /T in an Arrhenius type plot for two different samples.

10 4  1100 1000 900 Soo ,C

a4urface ratio 4% Figure 1.

Silane/hydrogen
system showing

N10% the loading
effect only at
temperatures
above 850*C.102 ..

7 8 9 10
10 4 /T [K]

The growth rate for the patterned sample, which has less than 5% bare Si as the totaleaposed silicon surface, is shown as curve (a). Its growth rates are hger than the
corresponding ones in curve (b), where the surface ratio is about 60*. Curve (b)
follows a "normal" behaviur, i.e. a high temperature (T>850"C) region where the
growth rate is fairy constant an mainy controled by the gas phase reactions. The low
temperature (T >80"C) side is characterized by a surace-reacton-controlled regime
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where it is possible to measure an activation energy, as will be shown later. The
particular behaviour followed by curve (a), as observed in the high temperature side,
can be explained by the proposed qualitative scheme [61:

SiH * (adsorbed on the SiO 2) -. Si + 2H (nascent)
2H (nascent state) + SiO, -* SiO (gas) + HO (gas)
Si* (on the mask) + SiO, - SiO (gas)

The second reaction is a hydrogen consuming one, thus the main SiO, decomposition,

Sill4 -. Sills + H2 and SiH -. Si* (adsorbed) + H2,

is shifted toward the right giving rise to a higher growth rate. In the present case the
surface controlled regime extends beyond O10"C. Moreover, this loading effect is only
observed when the seed to mask ratio is below 5% and it does not depend on the
chlorine species present during the reaction as proposed by Ishitani et al. 18]. Below
850"C, this effect is not present because the SiO (gas) production requires higher
temperatures.

Just the opposite is observed with the SiH2CI/H 2.

10 4  1000 900 800 700 OC
,I a a-surfalc

Eama - % Figure 2.

1 02 .1Dichlorosilane/
10 hydrogen system.

The loading effect
b4;0% is only observed

.102 at temperatures -
below 800*C.

101
7 8 9 10 11

10 4/T[TK

As shown in Figure 2 the loading effect is present in the low temperature side and

according to our previous paper [9, the main DCS decomposition is:

SiHC12 -. SiHCI + HCI

Since there is no H, production, there is no loading effect observed at temperatures
above 8501C as previously discussed. Nevertheless, below 800"C, there is an important
difference between the two samples. In the Tort pressure regime (our case), the
DCS/Hj system is fully selective; thus, at the silica mask, the formed silicon nuclei are
etched away through the SICI, formation by the reaction:

Si (mask) + 2HCI- SiCls + H2 ,(as)

The SiCI, then formed has enough mobility to migrate into the Si seed iiving a higher
owth rate than in the cas where there no mask. The apparent activation energy

is 46 kcal/mol for the firt case and 59 kcal/mol for the other. The latter is in
total agreement with the DCS molecule dissociation energy as proposed by Ishitani et
al. (I0]
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Coming back to the silane system, selectivity can be obtained with no addition of
HC using the SiHl/H, system at temperatures above 900C. Only 10% of the silane
flow is needed for the HO concentration when working below 900 .

1 0 4  1000 9 00 00 700 [C ]

10 e)t. *a
Figure 3.

E wIuI Silane / hydrogen
HC1 system. (a) no HCl

O 1 02 4-- S Iciv. b addition. (b) with
with HCI (see text).

2sco -n \HC1

101 
.

7 8 9 10 11
10 4/ T [OKI

Figure 3 shows the growth rate vs 1/T for the two systems: (a)4Osccmsilane in 2 slm
hydrogen and (b) 2O sccn silaneplus2 sccn HCI in2 sim hydrogen. The Ea value is 38
kcal/mol for the first case and 74 kcal/mol for the second. The first one is a normal
value encountered for silane decmposiion. However, a small amount of HC drivesthe Ba to a value higher than what we obtained for DCS, i.e. 60 kcal/mol

By using DCS diluted in hydrogen, selectivity is obtained throughout the
temperature range (650-1000C). Only a low percentage of HO is required when using
silane below 957C. In all the cases studied, the surface morphology, observed under
optical microscopy, is always specular and shiny. The crystalline quality of the epi-
layers grown in the low temperature range has been investigated by TEM.

Figure 4.
TEM plane view of
a layer grown at
6500 C.

t-
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Figure 4 is a TEM plane view of a layer grown at 650*C with a diffraction pattern
showing a single crystal layer. Precipitates and isolated dislocations are observed in a
density evaluated at a maximum value of 106/gi. However, a large part of these
defects can be explained since no special care is taken with the laboratory environment
and/or sample handling.

CONCLUSION

Full selectivity has been obtained with only DCS diluted in H2. However, in the
silane system, a small percentage of H~l concentration in silane is sufficient to obtain

seetvity up to60'CThsithmancaatrsiofortenwkngnte

tsedue pressure r egm.Teosre aigefc eed nteratng nd it i ulttvl xlie.Tecytlieqaiyo h p-aesosre
EM is acceptal o eieapiain.Termiigdfcsaeudrsuy
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ABSTRACT

A laser-generated plasma source of monochromatized soft x-rays has been used to study
the x-ray lithographic resist properties of poly(cyclohexyhrtthylsilane-co-dinethylsilane). X-ray
absorption spectra near the Si L2,3 edge of unexposed samples were measured to guide the
choice of exposure photon energy. We find that poly(cyclohexyl-methylsilane-co-dimethylsilane)
exhibits positive tone at x-ray energies near 105 eV (Si 2p resonance), a sensitivity
of 1000 mJ/cm2 and a contrast of 1.5. Sensitivity is found to increase markedly when exposed
samples are held in air before development. Using simple wire mesh masks, estimates of the
minimum achievable linewidth have been made.

INTRODUCTION

X-ray lithography in the region near lkeV photon energy (12.4 A) is capable of
producing high-resolution (< 0.2 pm) structures in resist layers with extremely wide process
latitude and low sensitivity to low-atomic-number particulate defects [ 1,2]. To achieve these
impressive results, proximity printing is performed through delicate reticles at unit magnification.
One of the major obstacles to widespread implementation of this patterning technology resides in
the difficulty in fabricating, inspecting and repairing the reticle blanks. This problem is
exacerbated by the fact that at unit magnification, pattern fidelity tolerances on the reticle must be
as good as or better than those to be achieved in the resist An alternative approach, which has
received far less study, is to develop 5x-lOx demagnifying projection printing by using reflective
optics in the region from 100-500 eV 13]. This would achieve extremely high resolution using
reticle sizes comparable to those being produced now. The availability of relatively inexpensive
laser plasma x-ray sources, which achieve high average power production of such soft x-rays
using commercially available lasers, makes the approach particularly attractive. At present,
however, little is known regarding the sensitivity, contrast, and resolution of candidate resists in
the 100-500 eV spectral region[4,51.

We have chosen a polysilane resist, poly(cyclohexyl-methylsilane-co-dimethylsilane)
(PCMDS) as the focus of the present study. This material exhibits several lithographically useful
properties as a mid- and deep-UV positive photoresist for feature sizes !0.8 pm; it has an
exposure sensitivity of 260 mJ/cm2 at an exposure wavelength of 248 nm, is photovolatilized
readily at fluences above 50 mJ/cm2 (using -25 ns pulses), and is etch-resistant in reactive ion
etch plasmas containing oxygen[6]. Although the lithographic properties of the polysilanes have
been studied extensively in the UV, little work has been reported in the soft x-ray region[5i.
Absorption coefficients of the polysilanes in this region are large, making high resolution
applications in thick films impossible. However, bilayer lithography strategies utilizing very thin
films of these etch-resistant materials have already been demonstrated in the UV [7,81 and should
be possible in the soft x-ray region also. In addition, spectral structure near the Si L2, 3
absorption edge at 105 eV may permit the radiation chemistry to be varied in useful ways as a
function of exposure wavelength.

We present here a brief summary of our initial studies of the soft x-ray absorption
spectrum and the exposure sensitivity, contrast, and resolution at hv = 105 eV of PCMDS.
Using synchrotron radiation, the near edge x-ray absorption fine structure (NEXAFS) spectrum
of this material has been measured at the Si L2,3 absorption edge. We have performed alI
exposure sensitivity and resolution experiments with a monochromatized laser plasma source
(LPS) of soft x-rays. Sensitivity curves measured at 105 eV are presented for samples
developed immediately after x-ray exposure as well as for samples "cured" in air between
expowe and development. Coarse resolution estimates have been made for both broadband and
monochromatic exposures using simple Ni mesh masks.

L. Mm. ot. sy5 Pmys. VeI. , 115 U.Wims isnsweh 12&e
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EXPERIMENTAL

Samples of PCMDS were obtained from Petrarch Chemical Systems with an average
molecular weight of approximately I x I05 g/nole and a polydispersity of 5. The polymer was
dissolved without further purification in xylenes to a concentration of 5 wt. % and spin-coated
onto silicon wafers to depths of 0.2 - 0.3 pax Samples were not baked at any time before or
after x-ray exposures.

NEXAFS spectra of the untreated polysilane at the Si L2.3 edge were measured at
beamline VIII-Il at the Stanford Synchrotron Radiation Laboratory with a toroidal grating
monochromator. The NEXAFS spectra were obtained by measuring secondary and Auger
electrons produced by the decay of the Si 2p core hole. In order to avoid interference from
photoemission peaks, only those electrons with a kinetic energy of 40 eV were collected using a
hemispherical electron energy analyzer. Unfortunately, at the time of the NEXAFS
measurement, it was not possible to measure the monochromator transmission function, so the
background in the raw NEXAFS spectra had to be estimated by comparing spectra taken with
two different gratings, 822.6 and 2400 lines/am. While this leads to uncertainty regarding weak
spectral features, the large peak at 105 eV, which is the primary interest of this study, was quite
apparent in the raw specra.

Monochromatized soft x-ray exposures were performed in the LPS diagrammed
schematically in Fig. 1 and described in more detail in Ref. 9. In the present configuration, an
injection-seeded excimer laser (Lambda Physik EMG 150) operating with KrF at a wavelength of
248 nm is focused with a 1000 an focal length lens onto a rotating gold-coated target. The laser

I X-Ray Pinhole Laser Diagnostics Excimer Laser:
camera r-24nm

Plsa X-Ray DiodeI ?S ;
........... Amplifier

Rtating
Target
Drum

Gold Plasma Spectrum

C lindrical Monochromator 100Miror
Diffraction 0 s0

Gratings
.5 60-

- 0

0
Sample Exposure Chamber 20

and Manipulator0and~~~ ~~ Maiuao0 . .... ....... ,...... ...........

o 0 60 1oo 150 200 0so 3oo
Wavelength (A)

Fig. I Schemutic dispam of the Laser Pla.na X-Ray Source. monochuomator md sample exposure chamber.
Shown in dos ba is a qypc otput spectnn recorded with the 800 Vmm diffracion gating.
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pulse energy on target and FWHM pulsewidth are typically 0.5 J and 25 ns, respectively. A
portion (- 3.80 x 0.75*) of the radiant XUV and soft x-ray flux is monochromatized by a high
throughput stigmatic monocronmator described in detail in Ref. 10. The spectral variation of the
monochromatized output flux was calibrated absolutely for the specified laser parameters
using a double ion chamber containing neon gas. A typical spectrum is shown in the inset of

Fig. 1. At 100 eV, the source produces 1.5 x 1010 photons/mm2 -1% BW per pulse.
Repetition rates range from 3-10 Hz. No attempts were made to measure the in situ flux incident
on the sample during exposures. Instead, an aluminum x-ray diode, filtered with an Al:Si filter,
was used to monitor long-term variations in the spectrally integrated (15-73 eV) radiant flux
during exposures and the appropriate corrections were applied to the absolute flux values
obtained earlier. We believe this procedure is accurate to within a factor of two.

Sample exposures were made on a small region of the resist layer for a specified number
of laser pulses in vacuum; the sample was then translated to expose a virgin region and the
procedure repeated. After exposure, the samples were developed in 10% tetrahydrofuran (THF)
in isopropanol for 3-5 minutes at room temperature. As has been noted previously for deep-UV
exposures performed in air [6], increasing concentrations of THF improve the apparent
sensitivity of PCMDS but degrade resolution. We find this effect to be even more pronounced
for x-ray exposures performed in vacuo. Film thickness measurements were performed with a
profilometer (Tencor Inst. Alpha-Step 200) scanned through the center of the -300 jim wide spot
formed by the focused x-ray beam. To obtain pattern resolution estimates, exposures were made
through a simple Ni mesh (12.7 jim period) held in tension and in close proximity to the wafer
surface. These latter samples were developed in 30% THF in isopropanol solvent.

RESULTS AND DISCUSSION

In Fig. 2 is shown the NEXAFS
spectrum of unexposed PCMDS along with the
X-ray absorption and electron energy loss Si (2p)
spectra of five silicon-containing model
compounds [11,12). The spectrum of the PCMDS
polysilane strongly resembles that of the
tetramethylsilane in that both contain a
prominent and broad peak at 105 eV, whereas Si(CH3)
it is distinct from that of the other simple silicon 3 4

containing compounds in the number and SiH
position of the peaks observed. The peak at *

105 eV in tetramethylsilane has been attributed ,
to final states involving Si-C a* orbitals [111]
which are also present in polysilane, so the .C
similarity between the two NEXAFS spectra is
understandable. The polysilane also contains A Sio2
Si-Si bonds, however, which should be
manifest in the NEXAFS spectrum.
Calculations indicate that the lowest unoccupied
orbitals of alkyl-substituted polysilanes are of SiF4
predominantly Si-Si a* antibonding character,
with the Si-C a* orbitals nearby in energy but
only weakly intermixed [13]. Therefore, the
NEXAFS features associated with the Si-Si 10. 110.0 120.0 130.0 140.0

bonds are apparently also located at 105 eV and Energy (eV)
are not distinctly resolved. The spectrum of
tetramethylsilane also has a low broad peak at
122 eV which was not resolved in the Fig. 2 X-my absorpuon spectrum of
polyuilane spectrum because of the uncertainty PCMDS in the Si L2,3 absorption edge
ilegion compared with x-ray absorption andelectron enegy loss spectra Wen fron Res.

It and 12 of five silcon-cotainia model
compounds. The peak a 105 eV is ausgned
to a Si-Si and Si-substituent a* bond

I

k m llm mmmm m ns
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To exploit the existence of the Si-Si, Si-substituent 0* resonance feature observed in the
NEXAFS at 105 eV, monochromatic exposures were performed at this energy. The solid line in
Fig. 3 shows an exposure sensitivity curve for a 0.23 gam thick film developed a few minutes
after removal from vacuum. This material exhibits positive tone and a sensitivity, defined here as
the dose required to remove 50% of the film, Do.5 , of approximately 1000 mJ/cm 2. The
corresponding contrast () is approximately 1.5. This behavior is analogous to that observed
under 20 keV electron beam exposure, where crosslinking was thought to play a significant role
[6). When the films are "cured" in air for a period of several days or weeks before development,
the exposure sensitivity curve shown as the dashed line in Fig. 3 is obtained. In this case, the
apparent sensitivity is increased to D0 .5 = 200 mJ/cm2 , but y is reduced to -0.5. This
difference is likely to be caused by the diffusion of oxygen to unreacted or partially reacted
polymer radical chain ends, consistent with earlier photovolatilization studies at 248 nm[8].
These studies also demonstrated that exposures in vacuo produced silylenes (R'-Si-R"), which
are known to be unstable with respect to oxidation, and small amounts of chain fragments[8]. In
contrast, exposures in air produced stable cyclic siloxanes (RCH3 SiO)n.

1.0 #

0.8 Fig. 3 Sensitivity curves of

" "i 1.5 PCMDS exposed to 105 eV
M 0.6- radiation. Curves are shown for

0.5 development immediately
o, following exposure in and

L 0.4 removal from vacuum (0, solid
line); mid for development after

E 02 the exposed sample was allowed
0.2- to remain in air for a prolonged

Z period (0. dashed line).

0.0-O 0O . . .. 101 ..... i = 10't  10'. i)

Exposure (mJlcm2 )

Our choice of 105 eV photon energy was dictated in part by the assumption that
photochemistry following resonant x-ray absorption would be similar to that observed with direct

-a* excitation in the deep UV. PCMDS exhibits a chain scission quantum yield of 0.24
[ref. 61 at 248 nm, via rupture of the Si-Si backbone. Following such UV photoexcitation,
intersystem crossing from the singlet to a strongly vibrationally coupled, localized triplet
manifold results in multiple Si-Si bond ruptures[8,14]. Therefore, if the same triplet manifold is
accessed through x-ray absorption via the a* resonance, the depolymerization should exhibit
analogous "gain". We have not yet verified this with detailed studies of the x-ray photochemistry
at 105 eV, but it is interesting to note that the exposure sensitivity expressed in photons/m 2 is -5
times greater at 105 eV than at 5 eV. This suggests that the solid state photochemical quantum
yield is greater at 105 eV, perhaps due to the larger total energy available for bond breaking.
Based on photoemission experiments which show little admixture between alkyl side-group and
silicon-backbone levels[151, we expect alkylated organopolysilanes such as PCMDS to be more
sensitive upon resonant x-ray absorption than their arylated counterparts.

Continuing to compare the UV and soft x-ray response of PCMDS, we note that the
contrast measured in the deep-UV (7-3.1)(6] is much greater than that found in the present
work. We attibute this to an increase in croslinking relative to chain scission for the in vacuo
105 eV exposures, and not to differences in film absorption. For both deep-UV and 105 eV
exposures, film absorpton remains high throughout exposure (in contrast to the mid-UV, where
absorption is bleached during exposure). At 105 eV, this is evident from the fact that the
resonance seen in the NEXAFS resides on a large Si absorption continuum. Because of this
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high film absorption, PCMDS is likely to be most useful in surface imaging bilayer resist
schemes. For example, from the mass absorption coefficients of Si and C at 105 eV[16], a film
density of 0.9 g/cmro and a Si weight fraction of 30.4 %, we estimate the "nonresonant" film
absorption coefficient to be 2.7 r-I. For the 0.23 Pm film thickness used here, the fraction of
the incident x-ray flux reaching the bottom of the film is therefore 0.5, not far from the optimum
value of -0.37 [17]. These results suggest that polysilane films < 0.2 pIm thick can be utilized as
etch-resistant surface imaging layers in bilayer soft x-ray lithography. Films thicker than -1 pm
would absorb too strongly in this spectral region to be useful.

Figure 4 shows scanning electron micrographs of a -0.35 pm thick film exposed through
a thin nickel wire mesh to- a) a dose of 2.3 J/cmz of monochromatic 105 eV radiation, and b)
broadband radiation from the zero-order (specular) reflection of the monochromator. Sample
development was performed immediately after exposure and removal from vacuum. For
samples exposed at 105 eV, micrographs show fairly shallow wall profiles, except near the
corners of the illuminated square, where film perforation and webbing have occurred. The film
exposed to broadband XUV and soft x-ray radiation exhibits substantial linewidth loss from the
combined effects of diffraction and overexposure. Residue can be seen in the bottom of the
square illuminated regions. In these initial experiments, no attempt has been made to optimize
the development procedure, nor has a descumming treatment been applied. Even under these
less-than-optimal conditions, however, resolution of - 1 pmo appears feasible. Experiments ar
in progress to optimize resist processing procedures. We also plan to employ masks having
smaller feature sizes and to control mask-wafer gap better so that resolution can be assessed
more meaningfully.

Fig. 4 Scanning electron micrographs of PCMDS exposed through a Ni-wire mesh to; a) 105 eV radiation,
and b) broaflolad radiation from the specular reflection of the monochromaor. The mesh period is
12.7 pm.

ti



CONCLUSIONS

The polysilane co-polymer poly(cyclohexyln ehylsilane-co-dimtylsilan) exhibits an x-
ray absorption resonance feature at 105 eV which we have assigned to excitation into silicon-
silicon and silicon-substituent a* orbitals. Using a laser plasma x-ray source, monochromatic
exposures have been performed at this resonance. The resulting sensitivity curves show that
uncured PCMDS is a positive resist, of moderate sensitivity and contrast. Curing exposed
samples in air before development yields higher sensitivity but lower contrast, probably due to
the formation of stable and more soluble oxidation products. We estimate that a resolution of
-1 Hm can be achieved with this material, based on the formation of grid patterns in the resist
following exposure through a wire mesh mask. We suggest that this material is a good candidate
as an etch-resistant top resist layer in bilayer soft x-ray lithography schemes.
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ABSTRACr

In the Laser Chemistry Group's program aimed at understanding the basic
mechanisms involved in the fabrication and characterization of integrated circuits, we have
converted an infrared laser-based, thick film trimming technique, which is over 15 years
old, to UV light. It is known that excimer lasers can be used for microfabrication of
semiconductors and ceramics. Much cleaner ablations than those obtunable with the
infrared lasers have been demonstrated in a large variety of materials. This, together with
the fact that excimers with repetition rates over 1 kHz are presently on the market, leads
us to propose that better accuracies and smaller drifts, should be achievable using excimer
laser-based thick film hybrid circuit trimming. Results of XeCI laser trimming of over four
hundred resistors, including temperature coefficient of resistance measurements and life
tests at elevated temperatures, demonstrate that UV trimming is a factor of 10 better than
the presently used infrared process.

J

INTRODUCTION

Laser timming of printed resistors in thick film hybrid circuits is a well developed
technology.'The suppliers of trimming systems are now focusing on high production
rates of millions of resistors per day, but with a precision limited in most cases to 1%. This
is satisfactory for most applications, but increased tmrin2 accuracies together with a
significant reduction in post-trimming resistance. drift would be welcome for special
applications.

Excimer laser machining of ceramicshas been demonstrated to give promising
results for applications in microfabrication.J With excimer lasers, the wavelength is
sufficiently short that the photon energy is comparable to6 the binding energy of many
materials, so that "cold-machining" becomes a possibility.6 The very small number of
publications on excimer laser processing of materials may be surprising considering the
availability of commercial excimers for over 10 years. Poulin et at presented a convincing
demonstration of the superiority of excimr lasers for processing free-standing , for
polymer photolithography, and for the removal of thiqmetal films over polymers. Another
process of interest concerned the ablation of Se films.0

The industrial workhorses for laser processing of materials are, and will remain,
according to all predictions, the CO2 and Nd:YAG infrared lasers. They dominate the
market to a point that only these industrial leaders were included in Sonas perspicve on
laser machi , although he recognized the promising future of excmerlasersmOn the
other hand, Humphries et at underlined the growing importance of the market for excimer
lasers with a doubling of t number of installed lasers worldwide iq Just over 3 years,
reaching 2000 in early 1986 and approaching 3000 at the end of 1988."

a)lmsued as NR 29
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Laser machining of ceai been do% almost exclusively in the infrared.
Silicon nitride ceramics can be cut,""and joined -with CO2 lasers. Cramic materials
up to 7 mm thickness have been cut sum with a Nd:Y-AG laser.' High thermal
stresses caused cracks in the specime.-s,'" Nd:YAG laser processing of ceramics
immersed in a liquid has been presented as an effective method for, aIpding the formation
of a recast layer and the appearance of cracks in the machined parn. L

The trimming of thick film hybrid circuits is presently done with Nd:YAG lasers,
where the absorbed energy tends to spread out to the bothersome "heat-affected-zone,
respon'ble for most of the drift. Sturrett stated that the primary cause of that dd was
microcracking of the resistor material outside the laser kerf into the current path. The
effects of microcracking increase as the value of the paste increases, making the higher
value paste the most critical Sturrett described a process including closed-loop, real-time
process monitoring and control yielding resistor drifts of less than 1% of the final trimmed
value.

With the intention of improving significantly on this 1% figure, we thus set up to
find the optimum trimming conditions for adjusting standard test resistors with an excimer
laser. Shoi 1 to medium time drifts, covering times 20 ms to several weeks after the trim,
and TCRs' have been measured, and are reported here.

EXPERIMENTAL

Test boards were positioned close to the focus of a 40 mm focal length UV lens
which concentrated the light from a spatially filtered excimer laser beam. A Lumonics
Model 860 XeCi laser, X - 308 nm, was used in the unstable resonator configuration, at a
pulse repetition frequency of 50 Hz. The beam size and energy density at the target were
adjusted with a combination of the following methods: the positioning of properly sized
apertures before and after the spatial filter, adjustment of the beam intensity using
attenuators; and by a proper choice of the focusing lens to target distance. The beam was
stationary and the boards were moved on an Aerotech XYZ microstepping motor driven
translation stage. The beam profile at the target was as shown in Fig. 1, determined by
scanning a 5 Pm wide slit across the beam, along a line perpendicular to both the beam
direction and the trim cut. Test resistors from 10 and 100 kilohms Dupont Birox pastes
were all trimmed the same way, cutting a single straight line across the resistors midway
between the two ends, and cutting through half the width, as in the sketch, Fig. 2.

Li

I It
40 JO0 4 0 20 40a

Fig. I Beam profile at the target position Fig. 2 Schematic illustration of the laser
as afunction of distance from beam ais. cut position, Lat the center of a printed

resistor, (shaded area).

'-4
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The test boards included resistors of various dimensions and aspect ratios as listed
in Table I, where w is the width, and I is the length.

Table 1. Resistor sizes used in this study, in mm.

w 1 1 1 1 1 1.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 5
1 1 2 3 4 5 1.5 1 1.5 2 2.5 3 4 5 5

The qt width was arbitrarily adjusted to 40 gm, and the energy density was adjusted
to 10 J cm", in order to give visually acceptable dean ablatioqs of the 15 pim thick
resistors. The lateral displacement speed of the target was 18 Itm s-t .Trimmed resistanoes
were in the range 4 -400 kilohms. Ablation rates, or speed of vertical penetration through
the cermet in nm of resistor thickness per pulse, were obtained from Dektak profile
measurement of partial ablations performed at various energy densities in the range
0.3 -9.0 J cm" . Results are shown in Fig. 3 for the 100 kilohm resistor paste.

100

Fig. 3 Ablation rate of resistors from 100
*kilohms paste, in nm of resistor thickness

per laser pulse vs incident UV laser
energy density.

0.3 110
Bie DENSTY U cm")

RESULTS AND DISCUSSIONS

The main series of tests consisted of measuring the TCR of 432 resistors of various
aspect ratios, before and after excimer laser trimming. A life test at 125 OC was also
performed for 130 hougsr

The initial TCRs are displayed in Fig. 4, as open symbols. An overall mean TCR of
100 ppm was obtained which agrees perfectly with Dupont's specifications. The usual
variation with resistor length, ie. smaller TCRs for longer resistors, was also obtained. The
after-trim TCRs are displayed in Fig. 4, as filled symbols. TCRs were systematically
reduced in value after the trim. These results show that the trimming simply changed the
aspect ratio of the resistors without any effect on their basic properties in the critical area
of the current path ahead of the trim cuL
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Since microcracking has been observed previously in infrared trimmings,20 several
trims were carefully examined with a scanning electron microscope, and no sign of any
cracking has been detected. Figure 5 is a sample SEM picture of the end of a trim. This
trim was 28 pm wide at the bottom of the cut, and 37 Itm at the top. Voids in the cermet
are opened up by the laser ablation. The important observation is the absence of cracks,
and the very smooth appearance of the walls.

A life test was done with the 432 resistors, for 130 hours at 125 "C. Resistance
drifted on average 0.058 :k 0.037 % for the 320 resistors of 10 kilohms per square. In this
set, the 1.0 mm wide resistors all drifted the same, independent of their length, except the
shortest, 1.0 mm long, which drifted 0.094 %. The 2.5 -u wide resistors in the same set
displayed a trend, where the longest drifted 24 % less than the shortest. The 100 kilohms
per square resistors drifted more, as is usually the case: 112 resistors drifted an average of
0.105 * 0.074 %. This second set contained a series of square resistors from 1 x 1 mm to
5 x 5 mm. The largest ones drifted 8 % less, on average, than the smallest.

Fig. 5 SEM picture of an
excimer laser trim. The
white 28 sm wide portion
at the center left is the
alumina substrate. The
white bar at the bottom is
100 ptm long.
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A 1000 hour life test was also performed on another smaller set of UV laser
trimmed resistors of 10 kilolms per square, where the drift was observed to be significantly
less. In this case, the trim cut was nargwer at 30 gM, and this is expected to reduce the
drift as was observed in previous work.' The test consisted of passing a DC current of 50
mA through the resistors maintained at a constant temperature of 125 C Resistance was
measured before and after the test, and at an intermediate time of 280 hours. No
significant drift was observed in the second period between 280 and 1000 hours. The
resistors drifted on average by 0.02 , a factor of 10 less than is usually observed for
infrared trimmed resistors.

The very small short-term drift, for times shorter than 10 minutes, resulting from
excimer laser trimming is illustrated in Fig. 6. In this case, the resistance drifted 1 ohm, or
0.005 %, in the first minute after the trim. After 30 minutes, the total drift was 0.007 %.
The resistance was monitored before, during, and after the trimming with an HP 3456A
Digital Voltmeter and a microcomputer. During and shortly after thq trimming, the
measurements were done at a rate of 44 readings s7 , then at 3 readings s" for the next 30
minutes. The translation stages and the sample holder were enclosed in an insulated box to
maintain the ambient temperature constant at 24 OC, thus the variations in resistance
observed are real variations in the electrical and mechanical properties of the trimmed
resistors.

21M1A-

I 214w -

-- Fig. 6 Short-term resistance
variations measured with a 6 digit
multimeter during and shortly
after the trim. The resistance was
adjusted at 21,410.0 ohms.

'Mo I r Itnn ts [-2 0 2 4 8 1 I'

All the several dozen trims monitored displayed the same small increase in
resistance in the first minute after the end of the trim, as in Fig. 6, possibly resulting from a
thermalization of the cermet. This very small short-term drift is evidence of the almost non-
eistent "heat affected zone', characteristic of infrared laser trimming. An additional lesser
amount of drift during the following 30 minutes was present in all resistor.

CONCLUSION

This prelimimary study on the ultraviolet laser trimming of printed resistors
demonstrated that an improvement by a factor of 10 is achievable in the reliability of the
trimming as well as in the lon term drift in resistance.

Since the post-trim drift was observed to be only slghtly dependent on resistor size,
UV laser trimming should be the specified process in application such as implantable
devices or hearing alds where size is important, and where a trimming process giving very
low drift and high stability after bumrn-in is essential.



Even though the UV laser trimming in this study was done at relatively slow speeds
and modest laser power (6 mW), the same positive resuilts should be obtained using a more
powerful laser (30 W), at typical trim speeds (asused in the industry).
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ABSTRACT

The evolution of the excimer laser from a research tool
in the 1970's to the industrial models of the 1980's has
opened up numerous applications in semiconductor
manufacturing, materials processing, and biological and
medical research. Present production-capable, computer-
controlled excimer systems with handling equipment enabling
efficient automation can now operate for up to 50 million
shots before undergoing scheduled maintenance, with
fluences remaining within +10% in most cases. Thus,
although many uses for the excimer laser are still research-
oriented, production applications are rapidly emerging.

INTRODUCTION

Excimer lasers offer several key advantages as energy
sources:

o First, they can provide deep-ultraviolet
radiation at relatively high average power.
Early UV lasers, such as double or triple
harmonic Nd:YAG and ion lasers, had output power
of less than one watt. Excimers, at similar
wavelengths, deliver up to 50 watts: energy
levels consistent with the production throughput
rates needed for many processes [i] [2].

o Excimers have been shown to be essentially
speckle-free, unlike earlier lasers operating in
the ultraviolet spectrum. Speckle, an
interference effect caused by high spatial
coherence, causes localized excursions in the
beam intensity profile which can result, for
example, in non-uniform ablations in micro-
machining applications. Excimers have
relatively low spatial coherence, and are
therefore essentially free of speckle.

o Excimers, as sources of deep ultraviolet
radiation, are much more efficient than
alternative light sources. The mercury arc
lamp, with strong G-line, H-line and I-line
peaks, falls off dramatically in the far
ultraviolet region, just where the excimer
begins. While mercury vapor and mercury

MeL ft& $f. B1 . Pree:. VOL in UeMe eN eee5el N elet



628

halide lamps may have high conversion
efficiencies (-50%), their high infrared content
requires considerable output filtering. The
excimer lasers on the other hand, produce
essentially monochromatic radiation without the
requirement of filtering.

The application of excimer lasers for microelectronic
fabrication processes is particularly promising. The
continued reduction of VLSI circuit geometries, together
with increasingly higher levels of circuit integration
create a demand for new circuit fabrication technologies.
One of limitations of current IC fabrication technology is
the use of high temperature processing. High temperatures
distort silicon wafers, causing a loss of alignment control
and resulting in a significant reduction in device yield.
Excimer laser technology at very short ultra-violet
wavelengths offers the possibility of low temperature
processing, including the following major applications:
Photoresist ablation over alignment marks, annealing,
doping, and etching. In addition, applications in IC
packaging, circuit personalization and fiber optics appear
as very promising new applications for excimer laser
technology in the electronics industry.

The most significant advantage of the excimer laser as a
light source in VLSI processing is the range of short
wavelengths available. This translates directly into better
resolution. Argon Fluoride, for example, offers a 193nm
wavelength at power levels exceeding those of the mercury
lamp at G, H and I-lines.

ABLATION

Several years after the invention of the excimer laser,
a light absorption phenomenon termed "ablative
photodecomposition" or "photoablation" was discovered [3].
This phenomenon occurs when pulsed ultraviolet radiation is
absorbed on the surface of an organic solid; the high
energy of UV photons is intensely absorbed by the polymer
molecules, resulting in excitation within the molecules.

This energetic absorption results in bond breaking when
the incoming UV energy exceeds the molecular bonding energy.
The point at which such bond breaking occurs is termed the
"ablation threshold". The ablation thresholds for a number
of materials are given in the following table [4]:
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ABLATION THRESHOLDS FOR 193NM EXCIMER LASER
PULSE ENERGY (MJ/CM2)

PHOTOLYTIC:
Nitrocellulose ... ............ Less than 20
Novolak-Based Photoresist ...... 30
Polycarbonate ... ............ 40
Polyimide .... .............. 45

PYROLYTIC:
Polysilicon ... ............. 100
Silicon Nitride .. ........... . 195
Spin-on-Glass ... ............ 200
Silicon Dioxide .. ........... 350
Silicon ..... ............... Greater than

1000

The principal advantage of photoablation is the low
thermal component of this process at low fluence levels.
This property avoids undesirable melting or carbonization of
organic molecules, a problem that often exists when visible
or infrared laser radiation is used.

Organic polymer molecules consist of chains of smaller
molecular units c lled monomers. A typical polymer chain
will contain in the range of 1000-100,000 atoms of carbon,
hydrogen, oxyaen and nitrogen. These molecules absorb 95%
of the incident energy at 193nm, and undergo a radiative
lifetime (excited state) of about 0.1 nanosecond duration.
The bond breaking lifetime is estimated to be in the 1-10
picosecond range (5]. The depth of the absorption is less
than 3000 angstroms, typically about 2000 angstroms,
depending upon the particular polymer type, the fluence, and
the area being exposed.

In photoablation reactions, the polymer molecules
undergo bond scission, with excess energy remaining in the
fragments in the form of thermal and kinetic energy. The
rapid expansion created by this excitation and bond cleavage
gives rise to the ejection of ablation products, gases and
often small particles; the material transport time is
estimated at about 10 microseconds. The accompanying
fluorescence of ejected material often causes a plume of
luminescence that can be readily observed. A scavenging
nozzle designed to capture the by-products of ablative
photodecomposition may be used to remove debris which can be
a result of photoablation (6]. Figure 1 shows the amount
of material removed as a function of fluence for 3 excimer
wavelengths. The target was polyimide.

ALIGNMENT MARK ABLATION

Polymer ablation is also applicable in IC manufacturing
for removing photoresist over the alignment marks on wafers
prior to the patterning step, in order to avoid partial
obscuration of the marks by the resist. Avoiding such
obscuration of the alignment marks improves the overlay
registration accuracy of the exposure system, in turn

*1
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increasing the yield during device production. More
importantly, it also permits the development of even higher
resolution chip designs: since IC devices now require up to
20 individual masking steps, overlay registration, the
precise alignment of the current layer with those that lie
under it, has become as important as resolution.

Initial tests have shown that overlay can be improved
from 0.3um (3 sigma) using die-by-die alignment with resist
left above the marks to as little as 0.05um, by first
removing the resist with pulses of excimer laser light at
193nm. The typical beam fluence used to ablate the
alignment marks is 500 mj, an average of 15 pulses being
sufficient to remove most layers of resist without damage to
the underlying mark. Figure 2A shows an ablated alignment
mark, while Figure 2B shows the overlay improvement possible
with this technique. [6]

FIBER OPTIC COMMUNICATIONS

Optical fiber communications is another rapidly growing
field in which the excimer laser is beginning to play an
important role. Excimer laser micromachining of optical
fibers can be used to create "tap" locations at which light
signals can be extracted through the side of the fiber. The
feasibility of welding optical fibers by means of a small
number of excimer laser pulses has also been demonstrated.

These micromachining and fusing experiments were
performed using a IMS XLR-100 system at 193 nanometers
within a fluence range of 5-12 J/cm2, at various pulse
repetition rates and with a computer controlled aperture
shaping the beam in areas ranging from 10 to 140 microns on
a side. The system is shown in Figures 2A and 2B, while the
results of one such experiment are depicted in Figure 3.

CIRCUIT PERSONALIZATION AND REPAIR

Patterning of gold for electronic conductors and
interconnects is a key manufacturing process usually
requiring multiple process steps. Gold on a hybrid circuit
device can be structured in a single, "dry" step using the
energetic photons from an excimer laser exposure system.
The SEM photo shown in Figure 4 illustrates the resolution
and edge acuity possible with photo-thermal ablation at 248
nanometers (Krypton Fluoride). Photo-thermal reactions use
thermal effects of photons rather than ablative
photodecomposition for material removal.

Figure 4 shows a square hole made in a gold film by
shaping the excimer laser beam with a computer controlled,
multi-bladed aperture. A fluence of approximately 12J/cm2
was used at a repetition rate of up to 200 Hz. Typical
applications for this capability are integrated circuit

)t
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FIGURE 1.
A plot of depth ofmatcrial rcmovcd per pulse as a function offlucnce;samnplc: polyimide film, 125 prm thick. Laser pulse: 0, 193 nn; A, 248 nri;

0, 308 nm. Each data point averaged more than ten to several hundred
pulses; uncertainty, ±8%.

FIGURE 2A.
ABLATED ALIGNMENT MARK USING 10 PULSES OF 193NM
RADIATION FROM LAMBDA PHYSIK 105i EXCIMER LASER

IN ALPHA SYSTEM
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FIGURE 2B.
OVERLAY IMPROVEMENT USING RESIST ABLATION OF
ALIGNMENT MARKS: 1) BEFORE ABLATION, 0.159um
STANDARD DEVIATION; AND 2) AFTER ABLATION WITH
0.041 STANDARD DEVIATION

FIGURE 3.
ABLATED STRUCTURES IN AN OPTICAL FIBER USING
IMS EXCIMER LASER SYSTEM
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FIGURE 4.
GOLD LAYER 15 MICRONS THICK ABLATED WITH HIGH FLUENCE
DELIVERY SYSTEM AT 193NM

FIGURE 5.
POLYIMIDE LAYER ABLATED DOWN TO COPPER LEAD USING
248NM EXCIMER LASER DELIVERY SYSTEM



634

personalization (link cutting) and removal of short circuits
to repair interconnect patterns.

INTEGRATED CIRCUIT PACKAGING

VLSI devices with more than one or two hundred
connections create a demand for new IC packages. In order
to interconnect today's advanced integrated circuits, a new
strategy involving the use of alternating layers of a di-
electric material and a metallic conductor is emerging.

Frequently, the combination of choice is a thick (3-
15um) dielectric layer of polyimide, together with a copper
conductive layer. The excimer laser is used to create a
series of openings or vias in the dielectric material,
permitting electrical access to the conductor. Copper
conductors can also be cleanly cut with the excimer. Figure
5 illustrates the sharp side walls in a copper conductor and
the surrounding polyimide obtained by utilizing an excimer
laser at a wavelength of 193 nm and a fluence of
approximately 12 Joules/cm2.

BIOMEDICAL RESEARCH

Because of the relatively minor thermal contribution in
the action of the excimer laser as compared with the larger
effect of ablative photodecomposition, such a system is an
ideal tool for incising delicate specimens without
significant thermal or structural damage. This property is
of great advantage in genetic and biological research,
permitting fine sectioning of living tissue with a minimum
of collateral damage to the surrounding tissues.

Figure 6A is a SEN photograph of a human red blood
cell, showing a cut performed by means of a finely focused
excimer laser exposure at a wavelength of 193nm. A sharp,
clean, high resolution cut is observed. Similarly, Figure
6B shows 0.3 micron punctures made in the cell membrane
using a submicron beam size.

SUMMARY AND CONCLUSIONS

This paper has touched upon some promising new
applications for excimer lasers in the fields of electronics
manufacturing, fiber optic communications, and biomedical
research. In most cases, results demonstrating the
applicability of excimers to these fields have been
presented.
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FIGURE 6A.
RED BLOOD CELL CUT AT 193NM

$
FIGURE 6B.

SUB-MICRON PUNCTURES OF A RED BLOOD CELL WALL
USING 193NM EXCIMER LASER SYSTEM
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Excimer laser light pulses at wavelengths of 193nm and
248nm have been used experimentally to improve alignment
accuracy for wafer exposure systems; to micromachine fiber
components for fiber optic networks; to incise cells for
biological research; and to perform high resolution
micromachining for superconductor applications.

Future generations of excimer laser systems will
address as yet unforeseen production applications which are
the outgrowth of current research. In the semiconductor
manufacturing field alone, laser-assisted etching,
deposition, doping and direct lithography are all techniques
that show potential for significantly improving production
efficiency and allowing products of vastly greater
sophistication to be created. Today's excimer laser systems
have reached a level of maturity which permits the
groundwork to be laid for such future progress.
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Xe lamp, using of Si epitaxial films 609
of Mo films 245 deposition, plasma enhanced

deposition, lamp/laser microwave plasma, using
Hg lamp and Ar laser, using of C (diamond) films 533of Al lines 251 RF plasma, using

deposition, laser induced of Si (amorphous) films 539
Ar+ laser (257 ma), using deposition precursors

of CdTe epitaxial films 183 see:precursors, deposition
Ar+ laser (351 nm), using deposition, UV to IR assisted

Pd pattern for Cu depos. 579 245
Ar+ laser, using desorption, ArF laser

of Al, kinetics method 125 of surface oxides from Sb 461of Al lines 119, 251 desorption, electron beam
of Au, kinetics method 125 of metal oxides/fluorides
of Au lines 107, 133 experiments/modeling 515
of GaAs ALE 171 of oxygen from metal oxides,
of GaAs epitaxial films 165, monoxide growth epitaxy 509

171 desorption, XeC1 laser
of GaP epitaxial lines 177 dsrtoX~ aeof P lines 1 of SiCl from Si surface 299of Pd lines 107 deuterium'lamp 73of Si lines 189 diamond and diamondlike films
of W lines 547 213, 219, 533
of Y~a2Cu3o 7 .x 603 dielectrics

ArF laser, using AlN, deposition 227
of Al films 73 ceramics, ablation 621
of Ii metal particles 99 LiNbo3, etching 321
of C (diamond) film 213 metal oxide coatings, depos. 17
of Cd films 45, 57 metal oxides/fluorides 515
of Ga (CaAs) films 147, 159 Mn-Zn ferrite, etching 339
of GaP epitaxial films 177 Mn-Zn ferrite/sendust
of Ge epitaxial films 201 composite, etching 333
of In, In(CH3 )3 photophys. 69 N 2 0-3SiO2 , ablation 385of Pb metal particles 99 NaC1, ablation 375

I)
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Ni304, formation 521 electro-optical materials 29
Pbl-xLaA(Zr Ti5 )1  0 electron assisted deposition

Selectro-o~tic k9, dpo. 17 see:deposition, electron asst.
poly(methyl methacrylate), electron beam damage 515
ablation 375, 405 electron beam decomposition

poly(tetrafluoroethylene), see:decomposition, elec. beam
ablation 375 electron beam desorption

polyimide, ablation 411 see:desorption, electron beam
polyimide, ion etching 495 electron microscope 509
Si.3N4 deposition 227 epitaxial, growth
SiO 2 photo-induced growth 421 CdTe on CdTe, GaAs, or Si 177
SiO2 , phys. sputtering, ion 477 Ca on GaAa 165, 171, 585
SiO2 react., CF radicals 311 CaP on Si and GaP 177
Sn0, depos. fitms 447 Ce on GaAs 201
TiN/TiN 0 . depos. films 435 Hgl. Cd1Te on CdTe, GaAs,
TiN, formation 469 and GaAa/Si 233

diffraction-limited laser 455 ion induced, dynamics model 29
diffusion constants gas 91 monoxide phase,
direct write, deposition transition metal oxides 509

Ar
+ 

laser (351nm) induced Si on Si 527, 609
of Pd on polyimide 579 etching, Ar laser

Ar
+ 

laser (488na) induced of GaAs and Ga(AsP)
of W on polyimide 547 surface carrier

Ar
+ 

laser induced dependence 269
finite element model 107 of GaAs/AlGaAs multilayers 279
of Al lines 119 of LiNbO3  321
of Au lines 107, 133 of Mn-Zn ferrite 339
of GaAs epitaxial lines 165 of Mn-Zn ferrite/sendust 333
of GaP epitaxial lines 177 etching, Ar

+ 
laser (257 nm)

of Pd lines 107 of In?
of Si lines 189 direct write/patterning 285
of YBa2Cu3O7 x lines 603 etching, Ar

+ 
laser (350-360 um)

CO2 laser induced of Si
of Au lines 133 via formation 291

Gs
+ 

ion beam induced etching, ArF laser
of Au 483 of GaAs

H lamp/Ar
+ 

laser induced patterned, in MBE system 585
of Al lines 251 of Si

direct write, etching mass spectrom., TOF 305
Ar

+ 
laser (257nm) induced etching, ion

of InP 285 of AlCaAs
direct write, reaction by CCl2F2+/02+ ions 489

Ar
+ 

laser induced of GaAs
0-depletion from by CC12F2'/0 + ions 489YBa2Cu307  441 of polyimile f lms

directly patter"e oxide 421 by O2 ions 495
disk-plasma VUV lamp 227, 239 of Si
dissociative chemisorption by Ar+,CI'F+,Ne+ ions 477

ee:chemisorption, dissoc. of SiO
doping, ArF Laser assisted by A+ ,CF + ions 477

of Si with boron atoms etching, ion-assisted chemical
by B2H6 photol./pyrol. 597 of Cu
by 913 photol./pyrol. 591 by Ar

+ 
ions and Cl2  3

doping, XeF laser assisted of Siof Si with boron atoms by Kr
+ 

ions and c12 3, 477
by SC13 pyrol. 591

doping precursors
see:precursors, doping

------ . . .------
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etching, KrF laser lamp induced deposition
of LiNbO3  see:deposition, lamp induced

fluence/etch gas depen. 321 lamp induced photolysis
of Ni see:photolysis, lamp-induced

fluence/Br2 press. depen. 327 laser cladding 139
etching, KrF/XeF laser laser cleaning 461

of SiC laser decomposition
patterned etching 315 see:decomposition, laser

etching precursors laser desorption
see:precursors, etching see:desorption, laser

etching, XeCl laser laser doping
of Cu see:doping, laser

mass spectrom., TOF 3 laser etching
of Si see:etching, laser

mass spectrom., TOF 3, 299 laser induced deposition
explosive reaction 99 see:deposition, laser induced

laser induced thermochemistry
see:thermochem. laser-induced

festosecond scale laser pulses 375 laser induced fluorescence
ferrite 333, 339 TO?
focused ion beam 483 KrF laser abl. Na2O-3SiO2 385
free radicals 99, 311 KrF laser abl. Si 371

laser photochemistry
see:photochemistry, laser

grain boundaries 347 laser photolysis
grass-like structure 495 see:photolysis, laser
Group IV semiconductors laser pyrolysis
see:semiconductors, Group IV see:pyrolysis, laser

growth epitaxial laser planarization 559, 569
see:epitaxial growth lattice distortion 165

lithography, X-ray
laser plasma source

high Tc superconductors 347, 353 polysilane resists, for 613
441, 603

hole drilling 515
hollow-cathode discharge 539
hybrid circuit 621 mass spectroscopy

TOF
ArF laser etch. Si in C12 305

in situ processing 421, 585 ArF/KrF laser photol. of
inter-chip interconnections 547, ads. In(CH3)3  69

559, 569 dye laser (200-320nm) photol.
interconnects 547, 559, 569, 579 of AI(CH3)3 79
interface modification KrF laser abl. of

ion beam, adhesion improvement Na O-3SiO2  385
of Fe films 501 KrFIeF laser abl. Ag, Al 359

ion assisted chemical etching Nd-Yag (532nm) etch. of
see:etching, ion-assisted chem. YEa2Cu3O7 -x and

ion assisted deposition C (graphi te) 353
see:deposition, ion assisted XeCl laser abl. of

ion bea sputtering 17, 29, 477 polyimide 411
ion etching TOF, angular resolved
see:etching ion Ar+ ion etching Si in Cl2  3

ion induced decomposition XeCl laser etch. Si and Cu
see:decomposition, ion induced in Cl2 3, 299

ion sputtered deposition
see:deposition, ion sputtered
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metals

Ag, energies abl. species 359 beavior, CF2 on Si 311

Al, energies abl. species 359 behavior. CF2 on SiO2  311

Al, film depos. 73, 119, 251 of CC1 4 with H atoms

Al or Ni/Al film ablation 399 deposition, C (diamond) 213

Au, ablation 627 of Cd(CH3)2

Au, ion beam direct write 483 deposition Cd films 45

Au, laser planariz. 559, 569 of Cl

Au, line depos. 107, 133, 483 ing Si (prod. enrg.) 305

BI, particle formation 99 of Ga(C2Hs)3
Cd, film depos. 45 deposition Ga(GaAs) films 159

Cr, Cr(C,O) film depos. 85 of Ga(CH 3)3
Cr, film depos. 91 deposition Ga(GaAs) films 159

Ga (GaAs), depos. 147, 159 of Ga(CH3 )3 with PH,(t-C4H9 )

1o, deposition 245 deposition GaP eplt. films 177

Ni, film etching 327 of GeH4 with NH3 sensitizer

Pb, particle formation 99 deposition, Ge on GaAs 201

Pd, line depos. 107 of Pb(CH3)4
Sb, ArF laser annealed 461 deposition, Pb particles 99

Te, film depos. 57 of SiH4 or Si2H6

W, film depos. 63 deposition Si films 195

W, line depos. 547 of SnCI4 and N20

Zn, film depos. 45 deposition Sn02 films 447

microwave plasma 483 of WF6

modeling, direct-writing 107 deposition W films 63

modification of surfaces of Zn(CH3)2
see:surface modification deposition Zn films 45

KOS capacitors 63 of B2H 6

multilayers 279 doping Si with B atoms 597

of BC1 3
doping Si with B atoms 591

optical coatings 29 photolysis, CO2 laser

opto-electronic devices 285 of C2F6
behavior, CF3 on Si 311

behavior, CF on SiO2  311

photolysis, dye laser (20-320nm)

patterning, selected area of Al(CH3 )3 , [AlI/[AlCH3],

see:selected area patterning wavelength depend. 79

plasma enhanced deposition photolysis, H plasma disk lamp

see:deposition, plasma enhanced Zn(C2H5 )2, deposition of

photochem., Ar
+ laser induced ZnSe 1l. 239

of Mn-Zn ferrite in photolysis, Hg (low press.) lamp

aq. H3P04  339 of Al(CH3)3 , deposition of

photogenerated carriers 245, 269, Al lines 251

291 of Te(CH3 )(C3Hs), Cd(CH3)2 , Hg

photolysis, Ar
+ 
laser (257nm) deposition, Hg1  CdTe 233

of Cd(CH3)2 with Te(C 2H5 )2 or of TiC14 and Al(Cg) ,

Ta (CH3 )2 , GdTe epitaxy 183 deposition, Ti/n 259

of 131 with H2  
photolysis, KrF laser

etching InP, patterned 285 of BI(CH3)3 , deposition

photolysis, Ar' laser (350.360=.) Bi fine particles 99

of Cl of Br
etc2 S 2etcing, Ni films 327&thig, Si 291'1i

photolysis, ArF laser of Cr(CO)6 (multiphoton)

of A1H(CH3)2  
deposition Cr films,

deposition, Al films 73 Cr kinetics 91

of Bi(CH3)3  
deposition Cr(C,O) films 85

deposition, Bi particles 99 of Pb(CH3)4 , deposition
Pb fine particles 99

of Te(CH3)2
deposition Te 57
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photolysis, KrF laser induced precursors, doping
of In(CH3 )3  B2H6 for B doping of Si 597

masses/energies product 69 BCl3 for B doping of Si 591
photolysis, VUV windowless lamp precursors, etching

of Al(CH3 )3 and NH3  Br for Ni 327
deposition, AlN films 227 C2F for Si and Si0 2 269

of Si2H6  C F6 for Si 269
deposition, Si films 227 CK :F2 +/02

+ ions for GaAs,
of SiH4 and N2 AiGaAs 489

deposition, Si3N4 films 227 CH3I for InP 285
photolysis, Xe lamp C12 for GaAs 585

of MO(CO)6 coadsorbed with K C1 for GaAs, Ga(As,P), Cl
deposition, No films 245 gy glow discharge 269

photolysls, XeF laser C1 for Si 291, 299, 305, 477
of CIF 3 , etching Cl13 for SiC 315

SiC with KrF laser 315 NF4 for Si 311
piezoelectric 399 02T ions for polyimide 495
polyvinylidene difluoride 399 XeF2 for Si 311
precursors, deposition pyrolysis, Ar+ laser

Al(CH3)3 79, 125, 251, 259 of Al(CH 3)3
Al(CH3)3 and NH3 for AlN 227 deposition, Al lines 239
AlH(CH3)2  73 of AlH3 [N(CH3 ) ]2
AH [N(C13)3]2 119 deposition A lines 189
Au ink 107,133 of Au-ink
Au(CH3)(hfac) 125, 483 deposition Au lines 107, 133
Bi(CH3)3 99 of 5iH4
CC14/H for C (diamond) 213 deposition Si lines 189
Cd(CH3 2 45 pyrolysis, Ar+ laser (351nm)
CH /H2 for C (diamond) 533 of Pd(C2H302)2 , Pd patterns
Cr(CO 6  85, 91 for Cu deposition 579
Ga(C2HS), A GH3 for GaAs ALE 171 pyrolysis, At+ laser
Ga(Ca3)3, AsH3 for GaAs 165 of CCl4 , etching
Ga(CH3 )3 or Ga(CjH 5)3  Mn-Zn ferrite/sendust 333

for Ga 147, 159 of Ga(CH3 )3 and AsH3 ,
CeH and NH3 for Ge 201 GaAs epitaxy 165
GeCl and Se2C12 for Ge-Se of Ga(CH3 )3 with PH (t-C4H9)
fitm 207 deposition GaP epit. films 177

In(CH3) 3 69 pyrolysis, ArF laser
Pb(CH3)4  99 of Ga(C2Hs)3
Pd(C2H3 02 )2  107, 579 deposition Ga(GaAs) films 159
Mo(CO)6  245 of Ga(CH3)3
Si H 195, 227, 539 deposition Ga(GaAs) films 159
S1 281 609 of B2H6
SiH4 189, 195, 527, 609 doping Si with B atoms 597
SiH and N2 for Si N 227 of BC13
SnCt and 920 for Q 447 doping Si with B atoms 591
Te(Cf )(C2Hq), Cd(CH3J2, and Hg pyrolysis, CO2 laser
for Hl .dxTe 233 of Au ink

Te(CH3)2 57 deposition, Au lines 133
Te(CH3 ) or Te(C 2H5)2 , Cd(CH3)2, of GeC14 and Se2Cl2
for ChTe 183 deposition Ge-Se films 207

TiC14  259 pyrolysis, XeF laser
TiCl and NH for TiO and of BCl3, doping
Ti_ 0 Si with B atoms 591
F6 13T 547 of Ga(C2Hs)3, deposition

Y/f/Cu trifluoroacetates Ga(GaA5) 3ilms 147, 159
for Yba2Cu 07.- 603 of Ga(CH3)3 , depositionZn(C 2 ) 2 eno B(C 2 H5 ) Ga (GaAs films 147, 159
for n e 239

Zn(GN3)2 45
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quartz crystal microbalance 327 C (graphite) ablation 353
Ge epitaxial film depos. 201
Ge film crystallization 455

rapid thermal processing 609 Ge-Se film deposition 207
reactions, surface Si ablation 371

behavior of Si deposition 527, 609
CF2 on Si and SiO2 311 Si, doping with B 591, 597
CF3 on Si and Si02  311 Si, etching 3, 291, 299,
NF on Si and SiO 311 305, 477
Xe 2 on Si and Si92  311 Si phys. sputtering

excimer laser stimulated with ions 477
mechanisms review 3 Si reactions with CF.

noble ion stimulated radicals 311
mechanisms review 3 SiC etching 315

of Cu with semiconductors, II-VI
Cl2 and XeCl laser beams 3 CdTe, epitaxial depos. 183
C12 beams 3 HgxCdxTe, epitax. depos. 233

of Si with InP, etching 285
C12 and XeCl laser beams 3 ZnSe, deposition 239
C12 beams 3 semiconductors, III-V

temperature modulation method AlGaAs etching 489
react. energ./kinetics 125 Ga(As,P), etching 269

relaxation techniques 125 GaAs, atomic layer
epitaxy 171

GaAs, epitaxy 165

selected area patterning GaAs, etching 269
Ar+ laser (257nm) growth GaP, epitaxial growth 177

of GaP epit. films 177 site-selective decomposition 171
Ar+ laser (351 run) induced SQUIDS 347

of Pd for Cu depos. 579 surface characterization
Ar+ laser induced Auger spectroscopy 45, 125

of GaAs ALE 171 of annealed Sb surface 461
ArF laser ablation of deposited Al lines 119, 251

of YBa2CU307 x films 405 of deposited AIN films 227
ArF laser deposition of deposited Au lines 483

of Sn02 films 447 of deposited Ge
ArF laser etching epitaxial films 201

of GaAs in KBE system 585 of deposited Si films 527
ArF laser growth of deposited Si lines 189

of GaP epitaxial films 177 of deposited SaG2 films 447
ArF/XeF laser deposition of deposited TiN and

of Ga epitaxial lines 165 TiN 0 films 435

KrF laser growth of etchid GaAs and
of SiO films 421 AlGaAs surfaces 489

KrF/XeF ?aser etching of etched LiNbO films 321
of Sic 315 of formed TiN films 469

XeCl laser ablation of grown GaP epitax. films 177
of Al from PVD 399 electron energy loss spectros.

XeF laser growth desorption metal oxides/
of GaAs films 147 fluorides, electon beam 509

self-limiting mechanism 171 high resolution:CO laser
semiconductors, Group IV deposited Ge-Se hlms 245

C (diamond) growth 213 electron probe microanalysis
C (diaondlika) evaporative of clad layers of Ni-Fe-Cr-Al
deposition 411 alloy on steel 139

I.
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surface characterization (cont.) surface characterization (cont.)
high energy electron diffraction Rutherford backscatt. spectrom.

of GaAs by ALE 171 of deposited metal
high resol. electron microscopy oxide films 17

formation of Ni304  521 of deposited Pd, for
growth, epitaxial monoxide 509 Cu deposition 579

infrared absorption spectros. of deposited TiN and
of chemisorbed metal alkyls 45 TiNO 0 films 435
of deposited AlN films 227 of foamld TiN films 469
of deposited C scanning acoustic microscopy

(diamondlike) films 219 of ablated Al or
of deposited Ge-Se films 245 Ni-Al films 399
of depos. polyethylene 259 secondary ion mass spectrometry
of deposited SnO2 films 447 of depos. Ge epit. films 201

low energy electron diffraction of dopant B profiles in
of chemisorbed Cd(CH3 )2 , Si 591, 597
Te(CH3)9 , thermal/ of grown CdTe epit. films 183
photolytic behavior 57 scanning electron microscopy

of laser annealed Sb 461 of ablated Al or
M6ssbauer spectroscopy Ni-Al films 399

of interfaces 501 of ablated ceramic 621
optical absorption of annealed Sb surface 461

of deposited metal oxide of depos. Au lines 133, 483
optical coatings 17 of deposited C (diamond)

of deposited Sn02 films 447 films 213, 533
photoluminescence of deposited Ge-Se films 245

of grown ZnSe films 239 of deposited Si lines 189
photon induced desorption of deposited W lines 547
spectroscopy:of deposited of etched GaAs and
Ge-Se films 245 AlGaAs surfaces 489

profilometry of etched LiNbO 3 321
of deposited Au lines 483 of etched polyimide 495
of deposited Si films 527 of etched polymer films 375
of etched GaAs and of etched vies in Si 291
AlGaAs surfaces 489 of melt planarized Au 559

of etched InP surfaces 285 of patterned YBa2Cu3O 7 .x
of etched polymer films 375 films 347
of etched/overgrown of X-ray exposed polysilane
GaAs patterns 585 resists 613

of melt planarized Au scanning electron microscopy/
films 559, 569 energy diapers. X ray anal.

Raman spectroscopy of deposited
of deposited C (diamond) Pbl xLax(Zr Ti )

films 213, 533 electro-opti ms
of deposited C (diamondlike) spectroscopic ellipsometry

films 219 of depos. ^ (diamondlike)
of deposited Si films 527 films 4.35B

reflection electron diffraction thermal desorption mass
of etched/overgrown spectrometry
GaAs patterns 585 of CFx radical/Si or Si0 2

reflection high energy reaction products 311
electron diffraction, of depos. of chemisorbed metal

C (diamond) films 213 alkyls 45
of deposited Ge-Se films 245

t I
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surface characterization (cont.) Surface Modification
transmiss. electron microsc. Ar+ laser induced

of crystallized Ge films 455 of YBa Cu307of deposited Au lines 483 reversible oxidation 441
of deposited C (diamondlike) dye laser induced

films 219 of Au films,
of deposited Ge-Se films 245 planarization 569, 559
of deposited HglxC Te electron beam induced
epitaxial films 23 of NiO surfaces,

of deposited Si epitaxial Ni304 formation 521
films 527, 609 excimer laser induced

of deposited TiN and of Au films, planariz. 559
TIN 0 films 435 Kr+ laser induced

of etchd GaAs and of Ge films,
AlGaAs surfaces 489 multicrystallization 455

of etched polyimide 495 KrF laser induced
of formed TIN films 469 TiN formation, liq. N2 469
of grown GaP epit. films 177 laser or lamp induced

work function change measure- of Si02 films, growth 421
ments:of deposited Ge-Se XeCl laser induced

films 245 of Au films, planariz. 569
X-ray absorption spectroscopy surface reactions

of polysilane resists 613 see:reactions, surface
X-ray analysis:of deposited
Ge-Se films 245

X-ray diffraction tactile sensors 399
of deposited Au lines 133 thermochemistry, Ar+ laser
of deposited C (diamond) induced

films 533 of Mn-Zn ferrite
of deposited Hg1 _Cc.Te in aq. H3P04  339

epitaxial films 233 of Mn-Zn ferrite/sendust
of deposited in aq. KOH/NaOH 333Pb aZrv) j x/403 thermal decomposition
electro-opti fms 17Cd(CH3) 2  57

of grown ZnSe films 239 Cr(CO)2 91
of patterned 'Ba2Cu3o7 ,x 603 Te(CH3)2  57

X-ray photoelectron spectroscopy thin fim adhesion 501
of CFx radical/Si or thin film interfaces 501

Si02 reaction products 
311

of chemisor. Cd(CH )2/Te(CH3)thermal/photol. beavior 5 ultra rP'allow junctions 597

of deposited Au lines 133 ultrasonic transducers 399
of deposited Ga (GaAs) films 159
of deposited Ge epitaxial

films 201 via production 291
of deposited Pd, for Volmer-Weker film growth 207
Cu deposition 579

of etched GaAs and
AlGsAs surfaces 489 windowless disc plasma lamp 227

of formed TiN films 469
of grown Ga (GaAs) films 147

X-ray diffraction X-ray lithography
of clad layers Ni-Fe-Cr-Al see:lithography, X-ray
alloy on steel 139

of deposited Ge-Se films 245
topography of grown GaAs YBa 2Cu307 films 353, 441, 603
epitaxial lines 165 ablation'of 353, 347

metal trifluoroacetate,
laser decomposition 603


